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Abstract: - In this article, we present a new distribution called the new Exponentiated-Sujatha distribution. This 
is an extension from the one-parameter Sujatha distribution by [1] is developed using the Exponentiation 
method. Some of its statistical properties like reliability function, hazard rate function, reversed hazard rate 
function, cumulative hazard rate function, moments, moment generating function, and order statistics of the 
proposed distribution were established. In the same vein, the estimation of the parameters of the distribution is 
found based on the maximum likelihood technique. Then, the applicability and tractability of the distribution 
are tested on two numerical illustrations. Therefore, the new distribution performance supersedes and has better 
fits than other extant distributions considered. 
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1 Introduction 

Excessive skewness and kurtosis are common in 
the data from applied sciences including 
engineering, medicine, insurance, and finance, 
amongst others, due to their nature. The Sujatha 
distribution (SD) was introduced by [1] with one 
parameter. Meanwhile, the new Exponentiated-
Sujatha (NE-S) distribution is a two-parameter and 
developed to control the level of skewness and 
kurtosis that may be displayed by any data set from 
any one of the above-listed fields/disciplines. We 
discussed some of its statistical properties including 
reliability, hazard rate, reversed hazard, cumulative 
hazard rate moments, and order statistics. Also, we 
present the estimation of parameters using the 
method and maximum likelihood estimation.                       
          However, researchers have worked on the 
convolution of Sujatha and Akash with other 
distributions including [2] came up with discrete 
Poisson Sujatha (DPS) distribution, [3] discussed a 
three-parameter Sujatha distribution, [4] dealt with 
generalized inverse power Sujatha distribution, [5] 
introduced discrete Poisson-Akash (DPA) 
distribution, [6] investigated exponentiated Akash 
(EA) distribution, [7] examined a generalized 
Poisson-Akash (GPA) distribution, [8] written the 
exponentiated power Akash (EPA) distribution. [9], 

[10] and [11] proposed a two-parameter Sujatha (2-
PS), a new two-parameter Sujatha (N2-PS), and 
another two-parameter Sujatha (A2-PS) distribution. 
Then, [12] and [13] discussed the zero-truncated 
Poisson Sujatha (ZTPS) and size-biased Poisson 
Sujatha S-BPS) distribution.                               
          Also, [14] derived a quasi-Sujatha QS) 
distribution, [15] worked on a generalization of 
Sujatha (GS) distribution and its applications [16] 
presented exponentiated Anadhana distribution 
(EA), [17] laid their hands on a new exponentiated 
distribution with applications to engineering science 
(ED), [18] did justice to the new generalization of 
Pranav distribution (PD), amongst others. In a 
nutshell, the new exponentiated Sujatha distribution 
can handle and fit most of the non-normal data sets. 
This is an advantage it has over other distributions 
considered in the study. The distribution function 
and density function of Sujatha distribution as 
established by [1] are given in (1) below: 
 

𝐹(𝑥;  𝜃) = 1 − [1 +
𝜃𝑥(𝜃𝑥+𝜃+2)

𝜃2+𝜃+2
] 𝑒−𝜃𝑥  , 𝑥 > 0, 𝜃 > 0         (1) 

and  
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𝑓(𝑥;  𝜃) =
𝜃3

𝜃2+𝜃+2
(1 + 𝑥 + 𝑥2)𝑒−𝜃𝑥 ,   𝑥 > 0, 𝜃 > 0        (2)  

where 𝜃 is the scale parameter and can be found in 
[1]. 

A continuous random variable X having exponential 
distribution with density function and distribution is 
given as follows: 

𝐺(𝑥;  𝜆) = 𝑃(𝑋 ≤ 𝑥) = [𝐹(𝑥;  𝜃)]𝜆;   𝑈𝜖 𝑍′ 𝜆 > 0     (3) 

𝑔(𝑥;  𝜆) = 𝜆[𝐹(𝑥;  𝜃)]𝜆−1 𝑓(𝑥;  𝜆),      𝜆 > 0      (4) 

Hence, we obtain the distribution function and 
density distribution of the new exponentiated 
Sujatha distribution by substituting (1) and (2) into 
(3) and (4) respectively: 

𝐺(𝑥;  𝜃, 𝜆) = [1 − [1 +
𝜃𝑥(𝜃𝑥+𝜃+2)

𝜃2+𝜃+2
] 𝑒−𝜃𝑥]

𝜆

, 𝑥, 𝜃, 𝜆 > 0     

                                                                                        (5)
and  

𝑔(𝑥;  𝜃, 𝜆) =
𝜆𝜃3(1+𝑥+𝑥2)

𝜃2+𝜃+2
[1 − [1 +

𝜃𝑥(𝜃𝑥+𝜃+2)

𝜃2+𝜃+2
] 𝑒−𝜃𝑥]

𝜆−1
𝑒−𝜃𝑥 , 𝑥, 𝜃, 𝜆 > 0                (6) 

where 𝜃 and 𝜆 are scale and shape parameters. 
These can be found in [1], [6], and [19]. 

Here, are the pdf and cdf plots of the NE-S 
distribution at various values in Fig.1 below: 

Fig. 1: The pdf plot (a and b), and CDF plot (c and 
d) of the NE-S distribution 
 
2 Some Statistical Properties 
2.1 Reliability Function (RF)                          
In reliability analysis, the reliability function is one 
of the important functions that does not fail earlier 

in time (t) which is the reliability function. This is 
given by 

𝑅𝐹(𝑥;  𝜃, 𝜆) = 1 − 𝑃(𝑋 ≤ 𝑥) = 1 − 𝐺(𝑥;  𝜃, 𝜆)  (7) 

Theorem 1: A random variable X has a reliability 
function if and only if its statistical expression is 
given by (7) 

Proof. 

𝑅𝐹(𝑥;  𝜃, 𝜆) = 1 − 𝐺(𝑥;  𝜃, 𝜆) 

𝑅𝐹 = 1 − [1 − [1 +
𝜃𝑥(𝜃𝑥+𝜃+2)

𝜃2+𝜃+2
] 𝑒−𝜃𝑥]

𝜆
          (8) 

2.2 Hazard Rate Function (HRF)                  
This is another important function in reliability 
analysis, which is defined as a conditional density in 
which the event of interest has not occurred before 
time t. The density function of the distribution at 
and (6) divided by the RF in (8) 

Theorem 2: A random variable X is said to have a 
hazard rate function if expression (6) is divided by 
(8), that is 𝑔(𝑥;  𝜃, 𝜆)/[1 − 𝐺(𝑥;  𝜃, 𝜆)]. 

Proof. 

𝐻𝑅𝐹(𝑥;  𝜃, 𝜆) =
𝑔(𝑥; 𝜃,𝜆)

𝑅𝐹(𝑥; 𝜃,𝜆)
 ;   𝑥, 𝜃, 𝜆 > 0          (9) 

𝐻𝑅𝐹(𝑥;  𝜃, 𝜆) =
𝜆𝜃3(1+𝑥+𝑥2)

𝜃2+𝜃+2
[1−[1+

𝜃𝑥(𝜃𝑥+𝜃+2)

𝜃2+𝜃+2
]𝑒−𝜃𝑥]

𝜆−1
𝑒−𝜃𝑥

1−[1−[1+
𝜃𝑥(𝜃𝑥+𝜃+2)

𝜃2+𝜃+2
]𝑒−𝜃𝑥]

𝜆             (10) 

Fig. 2: The reliability plot (e and f), and hazard rate 
plot (g and h) of the NE-S distribution 
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2.3 Reversed Hazard Rate Function (RHRF)  
The RHRF is defined as the ratio between the life 
density to its distribution function. Hence, it plays a 
vital role in analysing survival data which applies to 
any part of physical sciences. [20] and [21] 

Theorem 3: Let 𝑥 ≥  0 be a random variable 
represented by equation (6) divided by (5) as: 

𝑔(𝑥;  𝜃, 𝜆)/𝐺(𝑥;  𝜃, 𝜆) 

Proof: 

𝑅𝐻𝑅𝐹(𝑥;  𝜃, 𝜆) =
𝑔(𝑥; 𝜃,𝜆)

𝐺(𝑥; 𝜃,𝜆)
 ;   𝑥, 𝜃, 𝜆 > 0          (11) 

𝑅𝐻𝑅𝐹(𝑥;  𝜃, 𝜆) =
𝜆𝜃3(1+𝑥+𝑥2)

𝜃2+𝜃+2
[1−[1+

𝜃𝑥(𝜃𝑥+𝜃+2)

𝜃2+𝜃+2
]𝑒−𝜃𝑥]

𝜆−1
𝑒−𝜃𝑥

[1−[1+
𝜃𝑥(𝜃𝑥+𝜃+2)

𝜃2+𝜃+2
]𝑒−𝜃𝑥]

𝜆               (12) 

2.4 Cumulative Hazard Rate Function 

(CHRF)                                                         
This function supplying the total accumulated 
hazard of loss of experiencing the event of interest 
has been gained by advancing to time t. 

Theorem 4: Consider the (6) in which 1 −
𝐺(𝑥;  𝜃, 𝜆) is the reliability function of the NE-S 
distribution. Assume that RF is known and 
𝐺(𝑥;  𝜃, 𝜆). 

Proof: 

𝐶𝐻𝑅𝐹(𝑥;  𝜃, 𝜆) =  −ln [1 − 𝐺(𝑥;  𝜃, 𝜆)]; 𝑥, 𝜃, 𝜆 > 0 

=  − ln RF(𝑥;  𝜃, 𝜆) ;   𝑥, 𝜃, 𝜆 > 0                     (13) 

= 1 − [1 − [1 +
𝜃𝑥(𝜃𝑥+𝜃+2)

𝜃2+𝜃+2
] 𝑒−𝜃𝑥]

𝜆
                 (14) 

where, 𝐶𝐻𝑅𝐹 =  − ln RF(𝑥;  𝜃, 𝜆) is in (8), [22]. 
 

3 Moments                                                                                           
There are moments about the mean and origin, here 
we will focus on moments about the origin, 𝐸(𝑋𝑆). 
A continuous random variable X, the 𝑆𝑡ℎ moments 
about the origin 𝐸(𝑋𝑆) of the NE-S distribution is 
obtained as follows: 

𝐸(𝑋𝑆) = ∫ 𝑥𝑆𝑔(𝑥;  𝜃, 𝜆)𝑑𝑥
∞

0
            (15) 

 

= ∫ 𝑥𝑆
𝜆𝜃3(1 + 𝑥 + 𝑥2)

𝜃2 + 𝜃 + 2

∞

0

 . 

[1 − [1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃𝑥]

𝜆−1

𝑒−𝜃𝑥𝑑𝑥 

= ∫
𝜆𝜃3𝑥𝑆𝑒−𝜃𝑥

𝜃2 + 𝜃 + 2
 .

∞

0

 

[1 − [1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃𝑥]

𝜆−1

𝑑𝑥 

+ ∫
𝜆𝜃3𝑥𝑆+2

𝜃2 + 𝜃 + 2
𝑒−𝜃𝑥

∞

0

. 

[1 − [1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃𝑥]

𝜆−1

𝑑𝑥 

By using binomial expansion,[1] and [6], we have 

[1 − [1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃𝑥]

𝜆−1

 

= ∑ (
𝜆 − 1

𝑖
) (−1)𝑖

∞

𝑖=1

[1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
]

𝑖

𝑒−𝑖𝜃𝑥 

= ∑ (
𝜆 − 1

𝑖
) (−1)𝑖

∞

𝑖=0

∑ (
𝑖

𝑗
)

𝑖

𝑗=0

∑ (
𝑗

𝑘
)

𝑗

𝑘=0

2𝑘(𝜃𝑥)2𝑗−𝑘𝑒−𝑖𝜃𝑥

(𝜃2 + 𝜃 + 2)𝑗
 

𝐸(𝑋𝑆)

= 𝑃𝑖,𝑗,𝑘

𝜆. 2𝑘𝜃2𝑗−𝑘+3

(𝜃2 + 𝜃 + 2)𝑗+1
∫ 𝑥𝑆+2𝑗−𝑘 . 𝑒𝜃𝑥(𝑖+1)𝑑𝑥 

∞

0

 

+ 𝑃𝑖,𝑗,𝑘

𝜆. 2𝑘𝜃2𝑗−𝑘+3

(𝜃2 + 𝜃 + 2)𝑗+1
∫ 𝑥𝑆+2𝑗−𝑘+2. 𝑒𝜃𝑥(𝑖+1)𝑑𝑥

∞

0

 

where, 𝑃𝑖,𝑗,𝑘 = ∑ 𝑥𝑛𝑒−𝜆𝑥𝑑𝑥 =
Γ(𝑛+1)

𝜆𝑛+1
∞
𝑖=0  and 

Γ(𝜆) = (𝜆 − 1)! 

Hence, 
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𝐸(𝑋𝑆)

= 𝑃𝑖,𝑗,𝑘 [
𝜆. 2𝑘𝜃2𝑗−𝑘+3

(𝜃2 + 𝜃 + 2)𝑗+1
 .  

(𝑆 + 2𝑗 − 𝑘)!

(𝑖 + 1)𝑆+2𝑗−𝑘+1
] 

     + 𝑃𝑖,𝑗,𝑘 [.  
(𝑆+2𝑗−𝑘+2)!

(𝑖+1)𝑆+2𝑗−𝑘+3
]                  (16) 

Equation (16) becomes the moment of the NE-S 
distribution. 

3.1 Moment Generating Function (MGF)  
The MGF of the NE-S distribution in (6) can be 
obtained as 

𝑀𝑥(𝑡) = 𝐸(𝑒𝑡𝑥) = ∫ 𝑒(𝑡𝑥)𝑔(𝑥;  𝜃, 𝜆) 𝑑𝑥
∞

0
        (17) 

= ∫ 𝑒(𝑡𝑥) 𝜆𝜃3(1 + 𝑥 + 𝑥2)

𝜃2 + 𝜃 + 2

∞

0

 

[1 − [1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃𝑥]

𝜆−1

 

= ∫
𝜆𝜃3

𝜃2 + 𝜃 + 2
. 𝑒−𝑥(𝜃−𝑡)

∞

0

 

[1 − [1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃𝑥]

𝜆−1

𝑑𝑥 

+ ∫
𝜆𝜃3𝑥2

𝜃2 + 𝜃 + 2
. 𝑒−𝑥(𝜃−𝑡)

∞

0

 

[1 − [1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃𝑥]

𝜆−1

𝑑𝑥 

Again, we employ binomial expression as follows: 

[1 − [1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃𝑥]

𝜆−1

 

= ∑ (
𝜆 − 1

𝑖
)

∞

𝑖=0

(−1)𝑖 [1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
]

𝑖

 𝑒−𝑖𝜃𝑥 

= ∑ (
𝜆 − 1

𝑖
)

∞

𝑖=0

(−1)𝑖 ∑ (
𝑖

𝑗
) ∑ (

𝑗

𝑘
)

𝑗

𝑘=0

𝑖

𝑗=0

 
2𝑘(𝜃𝑥)2𝑗−𝑘𝑒−𝑖𝜃𝑥

(𝜃2 + 𝜃 + 2)𝑗
 

Meanwhile, setting 𝑒(𝑡𝑥) = ∑
(𝑡𝑥)!

ℎ!
∞
𝑖=0  and 

substituting it, we get 

𝑀𝑥(𝑡)

=  𝑃𝑖,𝑗,𝑘 ∑
(𝑡)ℎ

ℎ!

∞

ℎ=0

.
𝜆. 2𝑘𝜃2𝑗−𝑘+3

(𝜃2 + 𝜃 + 2)𝑗+1
∫ 𝑥2𝑗−𝑘+1𝑒−𝜃𝑥(𝑖+𝑗) 𝑑𝑥

∞

0

 

+ 𝑃𝑖,𝑗,𝑘 ∑
(𝑡)ℎ

ℎ!

∞

ℎ=0

.
𝜆. 2𝑘𝜃2𝑗−𝑘+3

(𝜃2 + 𝜃 + 2)𝑗+1
∫ 𝑥ℎ+2𝑗−𝑘+1𝑒−𝜃𝑥(𝑖+𝑗) 𝑑𝑥

∞

0

 

where,  𝑃𝑖,𝑗,𝑘 ∑ (𝜆−1
𝑖

)(−1)𝑖∞
ℎ=0 ∑ (𝑖

𝑗
) ∑ (𝑗

𝑘
)

𝑗
𝑘=0

𝑖
𝑗=0  

Also, recall that ∫ 𝑥𝑛𝑒−𝜆𝑥𝑑𝑥 =
Γ(𝑛+1)

𝜆𝑛+1

∞

𝑖=0
 and 

Γ(𝜆) = (𝜆 − 1)! 

Consequently, 

𝑀𝑥(𝑡)

= ∑ (
𝑡

𝜃
)

ℎ

[ 𝑃𝑖,𝑗,𝑘

𝜆. 2𝑘𝜃−2

(𝜃2 + 𝜃 + 2)𝑗+1
.

(2𝑗 − 𝑘 + ℎ)!

ℎ! (𝑖 + 𝑗)2𝑗−𝑘+ℎ+3
]

∞

ℎ=0

 

+ ∑ (
𝑡

𝜃
)

ℎ

[ 𝑃𝑖,𝑗,𝑘

𝜆. 2𝑘

(𝜃2 + 𝜃 + 2)𝑗+1
.

(2𝑗 − 𝑘 + ℎ + 2)!

ℎ! (𝑖 + 𝑗)2𝑗−𝑘+ℎ+3
]

∞

ℎ=0

 

Thus,  

𝑀𝑥(𝑡)

=  𝑃𝑖,𝑗,𝑘 ∑ (
𝑡

𝜃
)

ℎ 𝜆. 2𝑘

(𝜃2 + 𝜃 + 2)𝑗+1

∞

ℎ=0

[
𝜃−2(2𝑗 − 𝑘 + ℎ)!

ℎ! (𝑖 + 𝑗)𝑠+2𝑗−𝑘+1
 

      +
(2𝑗−𝑘+ℎ+2)!

ℎ!(𝑖+𝑗)𝑠+2𝑗−𝑘+1]                                (18) 

Therefore, (18) becomes the MGF of the NE-S 
distribution. 

4 Order Statistics (OS)                                          
OS is a useful concept in statistical theory and 
modelling. Its applicability covers many areas like 
estimating parameter distributions, insurance 
policies, modelling, etc. However, the density 
function of 𝑟𝑡ℎ order statistics is given by 
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𝑔𝑋(𝑥) =
𝑛!

(𝑟 − 1)! (𝑛 − 𝑟)!
𝐺(𝑥;  𝜃, 𝜆)𝑟−1 

[1 − 𝑔(𝑥;  𝜃, 𝜆)]𝑛−𝑟 

𝑔𝑋(𝑥) =
𝑛!

(𝑟 − 1)! (𝑛 − 𝑟)!
∑ (

𝑛 − 𝑟

𝑖
) (−1)𝑖

𝑛−𝑟

𝑖=0

 

𝐺(𝑥;  𝜃, 𝜆)𝑟−1+𝑖𝑔(𝑥;  𝜃, 𝜆)                                (19) 

By substituting 𝐺(𝑥;  𝜃, 𝜆)𝑟−1 and 𝑔(𝑥;  𝜃, 𝜆) in 
(19), we get 

𝑔𝑋(𝑥)

=
𝜆𝜃3𝑛! (1 + 𝑥 + 𝑥2)

(𝜃2 + 𝜃 + 2)(𝑟 − 1)! (𝑛 − 𝑟)!
∑ (

𝑛 − 𝑟

𝑖
) (−1)𝑖

𝑛−𝑟

𝑖=0

 

𝑒−𝜃𝑥. [1 − [1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃𝑥]

𝜆(𝑟−1+𝑖)

 

[1 − [1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃𝑥]

𝜆−1

 

𝑔𝑋(𝑥)

=
𝜆𝜃3𝑛! (1 + 𝑥 + 𝑥2)𝑒−𝜃𝑥

(𝜃2 + 𝜃 + 2)(𝑟 − 1)! (𝑛 − 𝑟)!
∑ (

𝑛 − 𝑟

𝑖
) (−1)𝑖

𝑛−𝑟

𝑖=0

 

[1 − [1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃𝑥]

𝜆(𝑟+𝑖)−1

 

Also, using binomial expansion 

[1 − [1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃𝑥]

𝜆(𝑟−1+𝑖)

 

= ∑ (
𝜆(𝑛 + 𝑖) − 1

𝑗
) (−1)𝑖

∞

𝑗=0

 

[1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
]

𝑗

𝑒−𝑗𝜃𝑥 

= ∑ (
𝜆(𝑛 + 𝑖) − 1

𝑗
) (−1)𝑖

∞

𝑗=0

∑ (
𝑗

𝑘
)

𝑗

𝑘=0

∑ (
𝑘

𝑙
)

𝑘

𝑙=0

. 

 

2𝑙(𝜃𝑥)2𝑘−1

(𝜃2 + 𝜃 + 2)𝑘
𝑒−𝑗𝜃𝑥 

[19] and [21]. Hence, the density function of 𝑟𝑡ℎ OS 
is obtained as 

𝑔𝑋(𝑥) = (𝐴 . ∑ (
𝑗

𝑘
)

𝑗

𝑘=0

∑ (
𝑘

𝑙
) .

𝑘

𝑙=0

 

𝜆𝑛! 𝜃2𝑘−𝑙+2(1 + 𝑥 + 𝑥2)𝑥2𝑘−𝑙𝑒−𝜃𝑥(𝑗+1)

(𝜃2 + 𝜃 + 2)(𝑟 − 1)! (𝑛 − 𝑟)!
) 

where, 

𝐴 = ∑ (
𝜆(𝑛 − 𝑝)

𝑖
) (−1)𝑖 ∑ (

𝜆(𝑛 + 𝑖) − 1

𝑗
) (−1)𝑖

∞

𝑗=0

𝑛−𝑟

𝑖=0

 

Furthermore, the distribution function of the𝑟𝑡ℎ OS 
is given by 

𝐺𝑋(𝑥) = ∑ (
𝑛

𝑖
) 𝐺(𝑥;  𝜃, 𝜆)𝑖[1 − 𝐺(𝑥;  𝜃, 𝜆)]𝑛−𝑖

𝑛

𝑖=𝑟

 

            𝐺𝑋(𝑥) =

∑ ∑ (𝑛
𝑖
)𝑛−𝑖

𝑗=0 (𝑛−𝑖
𝑖

)(−1)𝑖𝐺(𝑥;  𝜃, 𝜆)𝑖+𝑗𝑛
𝑖=𝑟         (20) 

By substituting, we have 

𝐺𝑋(𝑥) = ∑ ∑ (
𝑛

𝑖
)

𝑛−𝑖

𝑗=0

(
𝑛 − 𝑖

𝑖
) (−1)𝑖

𝑛

𝑖=𝑟

 

[1 − [1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃𝑥]

𝜆(𝑖+𝑗)

 

Here, we employ binomial expression to obtain 

[1 − [1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃𝑥]

𝜆(𝑖+𝑗)

 

= ∑ (
𝜆(𝑖 + 𝑗)

𝑘
) (−1)𝑘

∞

𝑘=0

[1 +
𝜃𝑥(𝜃𝑥 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
]

𝑘

𝑒−𝑘𝜃𝑥 

= ∑ (
𝜆(𝑖 + 𝑗)

𝑘
) (−1)𝑘 ∑ (

𝑘

𝑙
)

𝑘

𝑙=0

∞

𝑘=0

∑ (
𝑙

𝑚
) 

𝑙

𝑚=0

. 

2𝑛(𝜃𝑥)2𝑙−𝑚

(𝜃2 + 𝜃 + 2)𝑙
𝑒−𝑘𝜃𝑥 
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Therefore, 

𝐺𝑋(𝑥)

= (𝐵 . ∑(−1)𝑘 (
𝑘

𝑙
)

𝑘

𝑙=0

∑ (
𝑙

𝑚
)

𝑙

𝑚=0

.
2𝑛(𝜃𝑥)2𝑙−𝑚𝑒−𝑘𝜃𝑥

(𝜃2 + 𝜃 + 2)𝑙
) 

where, 

𝐵 = ∑ ∑ ∑ (
𝑛

𝑖
)

∞

𝑘=0

𝑛−𝑖

𝑗=0

(
𝑛 − 𝑖

𝑖
) (−1)𝑖 (

𝜆(𝑖 + 𝑗)

𝑘
)

𝑛

𝑖=𝑟

 

5 Estimation of Model Parameter 
Suppose 𝑋1, 𝑋2, … , 𝑋𝑛  is a random sample of size n 
from NE-S distribution, then the log-likelihood 
function of the parameters is written as 

𝐿𝑜𝐿(𝑥;  𝜃, 𝜆) = ∏ 𝑙𝑛[𝑔(𝑥;  𝜃, 𝜆)]

𝑛

𝑖=1

 

= ∏ {
𝜆𝜃3

𝜃2 + 𝜃 + 2
(1 + 𝑥𝑖+𝑥𝑖

2)

𝑛

𝑖=1

 . 

[1 − [1 +
𝜃𝑥𝑖(𝜃𝑥𝑖 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃𝑥𝑖]

𝜆−1

𝑒−𝜃𝑥𝑖} 

= 𝑙𝑛 {(
𝜆𝜃3

𝜃2 + 𝜃 + 2
)

𝑛

∏(1 + 𝑥𝑖+𝑥𝑖
2)

𝑛

𝑖=1

𝑒−𝜃 ∑ 𝑥𝑖  . 

∏ [1 − [1 +
𝜃𝑥𝑖(𝜃𝑥𝑖 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃 ∑ 𝑥𝑖]

𝜆−1𝑛

𝑖=1

} 

𝐿𝑜𝐿 = 𝑛[ln(𝜆) + 3 ln(𝜃) − ln (𝜃2 + 𝜃 + 2)] 

+ ∑ 𝑙𝑛(1 + 𝑥𝑖+𝑥𝑖
2)

𝑛

𝑖=1

− 𝜃 ∑ 𝑥𝑖 + (𝜆 − 1).

𝑛

𝑖=1

 

∑ 𝑙𝑛 [1 − [1 +
𝜃𝑥𝑖(𝜃𝑥𝑖 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃 ∑ 𝑥𝑖]

𝑛

𝑖=1

 

 

 

−𝜃 ∑ 𝑥𝑖 + (𝜆 − 1) ∑ 𝑙𝑛 [1 −𝑛
𝑖=1

𝑛
𝑖=1

[1 +
𝜃𝑥𝑖(𝜃𝑥𝑖+𝜃+2)

𝜃2+𝜃+2
] 𝑒−𝜃 ∑ 𝑥𝑖]               (21) 

Then, we solve the nonlinear likelihood equations 
simultaneously by taking the partial differentiation 
of (21) concerning 𝜃 and 𝜆 as we have them below 

𝜕𝐿𝑜𝐿

𝜕(𝜃, 𝜆)
= 𝑛[ln(𝜆) + 3 ln(𝜃) − ln (𝜃2 + 𝜃 + 2)] 

+ ∑ 𝑙𝑛(1 + 𝑥𝑖+𝑥𝑖
2)

𝑛

𝑖=1

− 𝜃 ∑ 𝑥𝑖 + (𝜆 − 1) ∑ 𝑙𝑛

𝑛

𝑖=1

𝑛

𝑖=1

 

[1 − [1 +
𝜃𝑥𝑖(𝜃𝑥𝑖 + 𝜃 + 2)

𝜃2 + 𝜃 + 2
] 𝑒−𝜃 ∑ 𝑥𝑖] 

𝜕𝐿𝑜𝐿

𝜕(𝜃)
=

𝑛[3(𝜃2 + 𝜃 + 2) − 2𝜃2 + 1]

𝜃(𝜃2 + 𝜃 + 2) + 1
− ∑ 𝑥𝑖 +

𝑛

𝑖=1

 

(𝜆−1)[
2𝜃2𝑥𝑖(2𝑥𝑖

2−1−𝜃𝑥𝑖−2)+4𝜃𝑥𝑖
2

(𝜃2+𝜃+2)
]

1−[1+
𝜃𝑥𝑖(𝜃𝑥𝑖+𝜃+2)

𝜃2+𝜃+2
]𝑒−𝜃𝑥𝑖

 (22) 

𝜕𝐿𝑜𝐿

𝜕(𝜆)
=

𝑛

𝜆
+ ∑ 𝑙𝑛 [1 − [1 +

𝜃𝑥𝑖(𝜃𝑥𝑖+𝜃+2)

𝜃2+𝜃+2
] 𝑒−𝜃𝑥𝑖]𝑛

𝑖=1

                                                         (23) 

The equations (22 and 23) above may not be solved 
directly, due to the inability to be expressed in 
closed forms. Hence, the MLE’s (𝜃, �̂�) of (𝜃, 𝜆) 
were solved using Newton-Raphson iteration 
(algorithm) available in R-software. The results are 
shown in Tables 5 and 7 below. 

5.1 Monte Carlo Simulation Study           
Here, in this section, we present the maximum 
likelihood estimates of the two parameters of the 
NE-S distribution through a Monte Carlo simulation 
study. In the simulation study, we generate 1000 
data from NE-S distribution using some initial 
values for each parameter as: 𝜃 = 0.10, 𝜆 =
0.15, 𝜃 = 0.10, 𝜆 = 0.25, 𝜃 = 0.20, 𝜆 = 0.25 and 
𝜃 = 0.20, 𝜆 = 0.50, for different sample size of 
𝐾 = 25, 50, 75 and 100. Also, for each estimate 
�̂� = (𝜃,   �̂�), we compute and obtain the values of 
the following: 
(i) Average Bias (AB) (�̂�) =

1

𝑁
∑ (�̂�1 − 𝜑0)𝑘

𝑖=1        
                                                                                  (24) 
(ii) Mean Square Error (MSE) =  
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1

𝑁
∑ (�̂�1 − 𝜑0)2𝑘

𝑖=1              (25) 

(iii) Root Mean Square Error (RMSE) =

√
1

𝑁
∑ (�̂�1 − 𝜑0)𝑘

𝑖=1                                     (26) 

See [23], [24] and [25]. 

Table 1. Monte Carlo Simulation Study for AB, 
MSE, and RMSE of the MLE when parameter 𝜃 =
0.10, 𝜆 = 0.15, and 𝑛 = 25, 50, 75, and 100. 

𝑵 Parameter 𝑨𝑩 𝑴𝑺𝑬 𝑹𝑴𝑺𝑬 

25 𝜃 = 0.10 

𝜆 = 0.15 

0.5105 

-0.1501 

0.3080 

0.0225 

0.5550 

0.1502 

50 𝜃 = 0.10 

𝜆 = 0.15 

0.5143 

-0.1501 

0.2893 

0.0225 

0.5379 

0.1502 

75 𝜃 = 0.10 

𝜆 = 0.15 

0.5136 

-0.1501 

0.2800 

0.0225 

0.5292 

0.1502 

100 𝜃 = 0.10 

𝜆 = 0.15 

0.5088 

-0.1501 

0.2719 

0.0225 

0.5215 

0.1502 
 
Table 2. Monte Carlo Simulation Study for AB, 
MSE, and RMSE of the MLE when parameter 𝜃 =
0.10, 𝜆 = 0.25, and 𝑛 = 25, 50, 75, and 100. 

𝑵 Parameter 𝑨𝑩 𝑴𝑺𝑬 𝑹𝑴𝑺𝑬 

25 𝜃 = 0.10 

𝜆 = 0.15 

0.7728 

-0.2502 

0.6466 

0.0625 

0.8041 

0.2503 

50 𝜃 = 0.10 

𝜆 = 0.15 

0.7853 

-0.2502 

0.6432 

0.0625 

0.8020 

0.2503 

75 𝜃 = 0.10 

𝜆 = 0.15 

0.8080 

-0.2502 

0.6728 

0.0625 

0.8203 

0.2503 

100 𝜃 = 0.10 

𝜆 = 0.15 

0.8392 

-0.1502 

0.7251 

0.0625 

0.8515 

0.1503 
 

Table 3. Monte Carlo Simulation Study for AB, 
MSE, and RMSE of the MLE when parameter 𝜃 =
0.20, 𝜆 = 0.25, and 𝑛 = 25, 50, 75 and 100. 

𝑵 Parameter 𝑨𝑩 𝑴𝑺𝑬 𝑹𝑴𝑺𝑬 

25 𝜃 = 0.20 

𝜆 = 0.25 

0.7940 

-0.2502 

0.6889 

0.0625 

0.8300 

0.2503 

50 𝜃 = 0.20 

𝜆 = 0.25 

0.7628 

-0.2502 

0.6171 

0.0625 

0.7855 

0.2503 

75 𝜃 = 0.20 

𝜆 = 0.25 

0.7557 

-0.2502 

0.6006 

0.0625 

0.7750 

0.2503 

100 𝜃 = 0.20 

𝜆 = 0.25 

0.7358 

-0.1502 

0.5712 

0.0625 

0.7561 

0.2503 
 

 
Table 4. Monte Carlo Simulation Study for AB, 
MSE, and RMSE of the MLE when parameter 𝜃 =
0.20, 𝜆 = 0.50, and 𝑛 = 25, 50, 75 and 100. 

𝑵 Parameter 𝑨𝑩 𝑴𝑺𝑬 𝑹𝑴𝑺𝑬 

25 𝜃 = 0.20 

𝜆 = 0.50 

1.4835 

-0.5000 

2.2767 

0.2500 

1.5089 

0.5000 

50 𝜃 = 0.20 

𝜆 = 0.50 

1.4821 

-0.5000 

2.2369 

0.2500 

1.4956 

0.5000 

75 𝜃 = 0.20 

𝜆 = 0.50 

1.5070 

-0.5000 

2.3123 

0.2500 

1.5206 

0.5000 

100 𝜃 = 0.20 

𝜆 = 0.50 

1.4504 

-0.5000 

2.1732 

0.2500 

1.4742 

0.5000 
 

Tables 1, 2, 3, and 4 reveal the Monte Carlo 
simulation results for the AB, MSE, and RMSE of 
the NE-S distribution for different parameter values. 
We notice from the results in Tables 1 to 4 that 
parameter 𝜃 is positively biased and 𝜆 is negatively 
biased. But both parameters are positive under MSE 
and RMSE in Tables 1 to 3, and as the sample size n 
increases the values of the parameter estimates 
decrease (tend → 0). Except in Table 4 where the 
values are more than 1 as the value of 𝜆 increased. 
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5.2 Applications and Goodness of Fit          
The goodness of fit of the new exponentiated-
Sujatha distribution (NE-S) using MLEs has been 
illustrated with two real lifetime data sets and the fit 
is examined with exponentiated Akash, two-
parameter exponential Akash, Akash, and Sujatha 
distributions. The two real lifetime data sets have 
been considered for both the goodness of fit and 
model selection criterion of considered distributions.  
 
First Data set: The data set represents the strength 
of 1.5cm glass fibers measured at the National 
Physical Laboratory, England. It was given in [26], 
but taken from [2] research paper. 

Fig. 3. Fitted QQ-Normal, Boxplot, Histogram, and 
Density Plots for Data Set 1. 

Second Data set: This data set is the strength data 
of the glass of the aircraft window reported by [27]. 
While it has been used by [17] and [21] respectively 
in their papers. 

Fig. 4. Fitted QQ-Normal, Boxplot, Histogram, and 
Density Plots for Data Set 2. 

 
Table 5. MLEs, (* denote Standard Errors) and 
Statistics: (W*), (AD*), (K-S), and (P denotes P-
value) from Data Set 1. 

Distr. Estimate W* AD* K-S 

NE-S 

Proposed 

�̂� = 𝟎. 𝟒𝟔𝟗𝟒 

(𝟎. 𝟎𝟕𝟒𝟗 ∗) 
�̂� = 𝟎. 𝟖𝟕𝟗𝟎 

(𝟎. 𝟏𝟎𝟐𝟖 ∗) 

0.5814 3.1875 0.4205 

𝟒. 𝟐𝟐𝟕𝒆−𝟏𝟎𝑷 

EA  

(2018) 

�̂� = 0.6303 
(0.1010 ∗) 
𝜃 = 1.2236 
(0.1163 ∗) 

 
 

0.5667 

 

3.1080 

 

0.4729 

1.164𝑒−12𝑃 

TPEA 

(2017) 

�̂� = 0.9859 
(0.0431 ∗) 
𝜃 = 0.3456 
(0.0441 ∗) 

 

0.5858 

 

3.2117 

 

0.4885 

1.176𝑒−13𝑃 

AD 

(2015) 

𝜃 = 1.5093 
(0.1063 ∗) 18.6311 122.0569 0.9660 

2.2𝑒−16𝑃 

SD 

(2015) 

𝜃 = 1.4829 
(0.1081 ∗) 0.4181 2.2949 0.7549 

2.2𝑒−16𝑃 
 
Table 6. Model selection criteria for the fitted 
models with Data Set 1. 

Distr 2LoL AIC CAIC BIC HQIC 

NE-S 81.8760 167.7513 167.9530 172.0370 169.4371 

EA  120.1927 244.3861 244.5863 248.6732 246.0722   

TPEA   112.4924 228.9842 229.1836 233.2696 230.6695   

AD   107.1628 216.3266 216.3917 218.4699 217.1698   

SD   97.1920 196.3837 196.4577 198.5269 197.2267   
 
Table 7. MLEs, (* denote Standard Errors) and 
Statistics: (W*), (AD*), (K-S), and (P denotes P-
value) from Data Set 2. 

Distr. Estimate W* AD* K-S 

NE-S 

Proposed 

�̂�
= 𝟒. 𝟐𝟒𝟐𝟎 

(𝟐. 𝟗𝟏𝟏𝟕 ∗) 
�̂�
= 𝟎. 𝟏𝟕𝟕𝟏 

(𝟎. 𝟎𝟑𝟓𝟎 ∗) 

𝟎. 𝟎𝟕𝟗𝟔 𝟎. 𝟒𝟒𝟑𝟏 𝟏. 𝟎𝟎𝟎𝟎 

 

𝟑. 𝟑𝟑𝟏𝒆−𝟏𝟔𝑷 

EA  

(2018) 

 

�̂� = 5.3971 
(3.4214 ∗) 
𝜃 = 0.1908 
(0.0324 ∗) 

 
 

0.2220 

 

1.6020 

 

1.0000 

3.331𝑒−16𝑃 

TPEA 

(2017) 

�̂� = 0.1908 
(0.3242 ∗) 
𝜃 = 5.4032 
(3.4254 ∗) 

 
 

0.2201 

 

1.5914 

 

1.0000 

3.331𝑒−16𝑃 
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AD 

(2015) 

𝜃 = 0.0972 
(0.0101 ∗) 10.8994 62.2919 0.9879 

3.331𝑒−13𝑃 

SD 

(2015) 

𝜃 = 0.0964 
(0.0100 ∗) 2.4721 11.7847 1.0000 

3.331𝑒−13𝑃 
 
Table 8. Model selection criteria for the fitted 
models with Data Set 2 

Dist 2LoL AIC CAIC BIC HQIC 

NE-S 121.6406 247.2823 247.7096 250.1506 248.2171 

EA  224.8546  453.7087  454.1383  456.5768  454.6442 

TPEA   224.8546  453.7087  454.1383  456.5768  454.6442 

AD   141.7561  285.5122  285.6486  286.9465  285.6501 

SD   141.4546  284.9085  285.0475  286,3433  285.3769 

 

Fig. 5. The PDF and CDF Plots of the fitted 
distributions for Data Sets 1 & 2. 

Discussion and Results                                    

In the discussion and results, we made the 
comparison by considering the following criteria 
include, goodness of fit statistics like W*, AD*, and 
K-S (Cramer von Mises, Anderson Darling and 
Kolmogorov Smirnov) and model selection such as 
log-likelihood (-2LoL), AIC, BIC, CAIC and HQIC 
(Akaike Information Criterion, Consistent Akaike 
Information Criterion, Bayesian Information 
Criterion and Hannan Quantile Information 
criterion) using two different data sets for 
illustrations. According to the results in Tables 5, 6, 
7, and 8 above, values of the NE-S distribution from 
W*, AD*, K-S, AIC, CAIC, BIC, and HQIC, 

respectively, smaller than the extant distributions 
considered such as EA, TPEA, AD, and SD 
distributions.                                                            
        The state of being of high rank of the proposed 
distribution depends on its performance over others 
(its smallest values) in the illustrations. Also, the 
claim can be confirmed through the PDF and CDF 
plots of the fitted distributions displayed in Figure 5. 
Fig.1 & Fig.2, showcase the PDF, CDF, reliability, 
and hazard rate function of the NE-S distribution. 
While, Fig.3 & Fig.4 show the characteristics of 
data sets by plotting the QQ-Normal, boxplot, 
histogram, and their density plots.    

Conclusion                                                        

In this study, we derived a new distribution namely 
the new exponentiated-Sujatha (NE-S) distribution. 
Also, we were able to discuss some of its properties 
like reliability, hazard rate, reversed hazard 
function, cumulative hazard rate, moments and 
moment generating function, and order statistics. 
Then, it is revealed in the results in Tables 5, 6, 7, 
and 8, and Fig.5 that the proposed distribution 
performed better in the two illustrations used than 
other distributions considered in the study. 
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