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Abstract: In this paper, the predictive model of stroke based on decision tree is implemented to predict the stroke 
probability of ten samples by using Python language. The dataset of stroke is collected and is preprocessed, then 
the Gini coefficients of each feature are calculated to select the division, and then the decision tree model is 
obtained. Finally, the stroke probability is predicted for ten samples. In addition, Naive Bayes model is applied 
to predict the stroke probability to compare with the decision tree method. The experimental results show that 
older people with high blood pressure, heart disease, habitual smoking are more possible to have stroke, with a 
prediction accuracy of 88% for decision tree method and 79% for Naive Bayes model, respectively.  
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1 Introduction 

With the development and progress of society, 
people's requirements for physical health are getting 
higher and higher [1]. Stroke is an acute 
cerebrovascular disease and is a group of diseases that 
cause brain tissue damage due to the sudden rupture 
of blood vessels in the brain or the inability of blood 
to flow into the brain due to blood vessel blockage, 
which poses a great threat to people's health [2]. 
Therefore, it is very important to understand the 
connection between people's physical condition and 
the probability of incidence and take different 
precautions for different groups of people. In medical 
diagnosis, time series disease prediction of 
irreversible diseases is very important, and prediction 
of future disease development can help patients 
intervene in advance, which has great significance for 
the effective control of diseases. Because of this, 
machine learning algorithms are widely used in the 
field of medical forecasting. In this paper, the 
computational prediction of stroke probability using 
decision tree models is obtained by the Python 
language extension package.  
  

 

2 Problem Formulation 

2.1 Decision tree based on CART 

The CART (Classification and Regression Tree) 
algorithm is done in two parts, namely the generation 
and pruning of the decision tree. We use the minimum 
Gini index to choose the best features for constructing 
a binary tree. The steps for constructing a CART 
decision tree are as follows [2]:  
 
1) After calculating the Gini index for all the labels, 

the largest tag of the Gini index is selected as the 
separation feature for branching. 

2) All features in this label are calculated by the 
Gini index, and the feature with the largest index 
is also selected as the segmentation node, and the 
above process is repeated until the Gini index 
reaches the optimal, or the branching stops when 
the threshold is reached. 

3) Complete the construction of the decision tree. 
 

For the classification problem, suppose that there is 
a 𝐾 class, and the probability that the sample points 
belong to the 𝐾𝑡ℎ class is 𝑝𝑘, then the Gini index of 
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the probability distribution is defined as: 
 

 𝐺𝑖𝑛𝑖(𝑝) = ∑ 𝑝𝑘(1 − 𝑝𝑘) = 1 − ∑ 𝑝𝑘
2𝐾

𝑘=1
𝐾
𝑘=1     (1) 

 

The principle of pruning is usually to minimize the 
loss function of the decision tree as a whole. Without 
restriction, decision trees tend to grow until the 
measure index is optimal or no residual features are 
available, then prone to overfitting. To this end, we 
prune by limiting the growth depth of the tree and the 
minimum number of samples of the current node 
before branching, ensuring the generalization of the 
model while trying to avoid overfitting[4][5]. 
 

Fig.1 Decision tree flow chart 
 
 
2.2 Naïve bayes method classification 

The basic concept of the naïve Bayes method is a 
probability-based classification method that assumes 
independence from the dependent variable and is also 
a conditional model based on the Bayes theorem. 
Here's the classification process 0: 
 
1) Calculate the prior probability, which is the 

proportion of each species as: 

   𝑃(𝑌 = 𝑐𝑘) =
∑ (𝑦𝑖=𝑐𝑘)𝑁

𝑖=1

𝑁
, 𝑘 = 1,2,3, … . 𝐾    (2)                    

2) Calculating the conditional probability, which is 
the conditional probability for each attribute in 
the training dataset: 

   𝑃(𝑋(𝑗) = 𝑎𝑖𝑙|𝑌 = 𝑐𝑘) =
∑ 𝐼(𝑥𝑖

(𝑗)=𝑎𝑗𝑖,𝑦𝑖=𝑐𝑘)𝑁
𝑖=1

∑ 𝐼(𝑦𝑖=𝑐𝑘)𝑁
𝑖=1

  (3)                    

 𝑗 = 1,2,3, . . , 𝑛,     𝑙 = 1,2,3 … . , 𝑠𝑗,     𝑘 = 1,2,3, … 𝐾 
 
3) For the given sample 𝑥𝑖 = (𝑥(1), 𝑥(2), … 𝑥(𝑖))𝑇 , 

calculate the posterior probability: 

       𝑃(𝑌 = 𝑐𝑖) ∏ 𝑝(𝑋(𝑗) = 𝑥(𝑗)|𝑌 = 𝑐𝑘)𝑛
𝑗=1    (4) 

                𝑘 = 1,2,3 … 𝐾 
4) The maximum posterior probability is 

determined, and the class of instance x is 
determined based on the value of the maximum 
posterior probability: 

𝑦 = (𝑌 = 𝑐𝑘) ∏ 𝑃(𝑋(𝑗) =  𝑥(𝑗)|𝑌 = 𝑐𝑘)𝑛
𝑗=1  (5)              

𝑎𝑟𝑔𝑚𝑎𝑥𝑃 = 𝑦 
 

 

3 Problem Solution 

3.1 Data preprocessing 
We collected 5110 people's information containing 
age, BMI and a total of 10 other features as raw data. 
The raw data also include stroke or not, each column 
represents a factor and each row represents a sample. 
Remove the vacant and erroneous values, fill in the 
vacant values, convert the text data to numbers, and 
retain the rest of the data, thus converting the original 
data into a matrix of numbers, where stroke is 
represented by 1 and stroke is represented by 0. Before 
using a predictive model, we first divide the data 
matrix and divide 70% of the dataset into training sets 
and 30% into test sets based on experience to evaluate 
the accuracy of the model after training. 
 
 
3.2 Predict model setting 

When using the prediction model, because the 
classification goal of this dataset is not balanced, that 
is, the number of strokes accounts for a very small 
minority, we use the Smote algorithm[7] to 
oversample, artificially increase the number of strokes 
to make the data more balanced, and avoid the 
overfitting problem of decision trees and naive Bayes. 
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In the decision tree model, we set the maximum 
growth depth to 25 according to the maximum growth 
curve, and the minimum number of leaf node samples  
3, which had a high degree of confidence.  

Fig.2 Decision tree growth curve 
 
 
3.3 Predicting result analysis 

Stroke prediction was performed on another 10 
independent samples using the above two prediction 
models, the probability of the stroke are as shown in 
Table 1 and Table 2: 
 
     Table 1. Decision tree predicting result 

 
 

Table 2. Naïve bayes predicting result 

 
 

According to the Tables 1 and 2, and comparing the 
features of the 10 samples themselves, we found that 
people who were older, suffered from underlying 
diseases such as heart disease or hypertension, and 
had a greater probability of having a stroke, and had a 
lower correlation with their place of residence, 
whether they had a history of marriage and 
childbearing, and the type of work. By consulting the 
relevant medical literature[8], it is known that the 
population with the above characteristics does have a 
high probability of stroke, which can indicate that our 
model is reliable.  
 
 

4 Conclusion 

Based on the training of data on ten factors such as 
age, whether there is an underlying disease, and health 
status, this paper obtains a stroke prediction model, 
which can provide better medical evaluation for 
patients and provide diagnostic reference for doctors. 
According to this model, we can comprehensively 
consider many factors to predict stroke in order to 
achieve the purpose of early detection and early 
intervention. In addition, based on the physical data 
provided by the patient, doctors can evaluate based on 
this more reference model, which helps to discover 
new information, facilitate decision-making, prevent 
early, and develop more reasonable treatment 
intervention strategies. 
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