
 

 

 
Abstract: At present, research on image style conversion based on deep learning is increasing, different from the 
conventional style conversion, this paper is based on convolutional neural networks, using the InceptionV3 model 
trained under ImageNet dataset. By using Deep Dream technology, which gives a dull and ordinary background picture 
a warm color, makes the picture content richer, the texture is very softer and more exquisite. 
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1. Introduction 
   Image style conversion is an image processing method 
that converts its background and overall tone (style) without 
changing the overall framework of its own source image, to 
obtain a new aesthetic image, which perfectly combines the 
local characteristics of the source image with the style. 
However, based on the limitations of the style conversion 
algorithm, the traditional style conversion algorithm cannot 
extract the high-level abstract features in the target image, and 
can only synthetize the pictures of the abstract painting style. 
With the rapid development of artificial intelligence algorithms 
and the investment of funds in experimental facilities, scientists 
from Germany such as Gatys and others proposed the use of 
convolutional neural networks to achieve style conversion of 
images[1]. They discovered the convolutional neural network 
through research, dividing it into deep convolutional layers and 
shallow convolutional layers, the former can obtain the overall 
framework of the image, while the latter can obtain the style 
characteristics of the image, based on this discovery, to achieve 
the separation of style and content in the image, and then the 
overall content and style of the image are combined to achieve 
style conversion. Although the method successfully 
implements style conversion, the gradient descent method 
needs to be used to repeatedly update the pixel values of the 
source image in the implementation, which greatly increases 
the resource occupation and cost, and brings a series of 
problems of slow generation progress. Subsequently, 
researchers have made many improvements based on Gatys' 
research, such as Justin et al. proposed a rapid stylized 
conversion algorithm[2], which can make the source image 
transform the style after only one optimization by establishing a 
feed-forward network in advance, which greatly improves the 
generation speed.  

 Based on CNN's real-time style conversion algorithm[3], 
this paper designs a more efficient style conversion algorithm 
to effectively improve image quality and reduce the time of 
processing data redundancy and nonparametric algorithms to a 

certain extent. Then use crawler technology, by extracting the 
sensitive words of the information required by the user, obtain 
the required images from the website or user-side files, and 
transform the style of the image through deep learning, to 
obtain their ideal exquisite pictures, or get the important 
information they want to extract from the pictures. By 
combining the principle of deep dream technology to use it to 
optimize the random noise image, the pixel value randomly 
generated by the random noise picture is fixed by the 
convolutional neural network, and the random noise is adjusted 
at the beginning, and optimize the adjustment, so that the noise 
picture presents a certain feature distribution and thus 
optimizes the output picture. 

2.  Convolutional Neural Network 
2.1 Feature extraction stage 
In the premise of the image style conversion, about how to 

obtain the data information of the image reasonably and 
perfectly[4]. we cannot directly use the image as input to 
process it, for a colored picture, its basic characteristics mainly 
include two parts, depth and pixels. The main idea of machine 
learning is to transform real-world information into vectors, 
that computers can process. In the image style conversion, we 
can convert the image data into the form of a pixel matrix 
through the CNN, for black and white pictures, each point 
represents only one pixel value, if it is a color picture, each 
point will have three-pixel values representing RGB. 

We know that the cross-correlation operation of the digital 
image saved as a matrix, which meanings for each pixel in the 
image, with the gray value of the pixels around it weighted to 
adjust the gray value of this point[5]. First need to define a 
convolutional kernel, which is also known as the convolutional 
template or convolution window, is an N x N matrix, the size of 
the convolutional kernel determines the scope of the operation, 
it should be a cardinality, so that there is a central point, the 
number of the convolutional kernel is the weight of this point 
and the points around it[6]. The example is described as follows 
Fig.1. 
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Figure 1. Convolutional calculation process with depth 1 

For the example in the figure above, the convolution is 
calculated as follows: 

0×0+1×1+3×2+4×3=19, 
1×0+2×1+4×2+5×3=25, 
3×0+4×1+6×2+7×3=37, 
4×0+5×1+7×2+8×3=43. 

In addition, a non-black and white color picture, that is also 
need to consider the basic characteristics of the depth of the 
picture, then if the depth of a picture is 2, a pixel is composed of 
2 values, in the operation, if the above basic convolution 
operation is regarded as a two-dimensional cross-correlation 
operation, then the convolution operation with depth would be 
a three-dimensional cross-correlation operation[7], for 
example, a depth of 2 operation process is as described in Fig. 
2. 

 

 

Figure 2. Convolutional calculation process with depth 2 

Step size is equal to the side length of the convolutional 
kernel, equivalent to reducing the image by N times, the 
convolution operation of the step is also a way to reduce 
dimensions, the size of the picture after convolution[8]: If the 
step size is S, the original picture size is [N1, N1], the 
convolutional kernel size is [N2, N2], then the size of the graph 
after convolution:[(N1N2)/S+1,(N1N2)/S+1].  

After the transformation of the image data, we will find that 
in the convolutional layer, a convolutional kernel can only 
extract one feature, which is obviously not enough, but through 
multiple convolutional nuclei at the same time to obtain 
multiple sets of features can be combined, judged, or classified. 
With the support of a large amount of data, it is possible to 
achieve a freer image style conversion after a certain degree of 
mechanical learning. Convolution in the image conversion 
more emphasis on certain features, for the picture, pixels and 
depth is the most significant features[9], and the significance of 
convolution is to extract different characteristics after 
calculation and strengthening, as the computer can understand 
the "image features". When the number of convolutional 

kernels reaches a certain level, a convolutional layer is formed, 
so the convolutional layer is also called the feature layer[10], 
the characteristic of the convolutional layer is to obtain many 
convolutional kernels (features) through convolutional 
operations, as the operation is repetitive, so it often contains 
many redundant data, most data cannot be used, so it still needs 
to "pool"[11]. 

 The pooling layer, also known as the feature mapping 
layer, as the name suggests, is a certain processing of a large 
amount of feature data in the convolutional layer, to filter and 
integrate many duplicate data or similar data, reduce the overall 
data volume, and improve the availability of data. From the 
perspective of hierarchy, the pooling layer as a whole is 
characterized by downward sampling, if the meaning of the 
convolutional layer or convolution lies in the conversion and 
acquisition of the characteristics of the image data[12], then the 
significance of the pooling layer is to screen and refine the 
feature information extracted by the convolutional layer, and 
select the most representative features, which can lower the 
repeatability of the pixels, make the subsequent convolution 
more meaningful, and calculate more conveniently[13]. 

 Pooling has a maximum pooling, average pooling, etc. 
different ways, the use of that way may depend on the situation, 
if the adjacent pixels of an image are very similar, and the 
number is large, then often the use of maximum pooling can 
achieve better results[14], if the picture composition is more 
complex, needs to extract more features, then you can  consider 
the average pooling, the following Fig. 3 is the largest pooling 
of simple ideas and calculation process: 

 

 
Figure 3. The process of maximum pooling 

Convolutional layer and pooling layer together constitute the 
feature extraction stage of convolutional neural network[15], a 
complete convolutional neural network includes many 
convolutional layers and pooling layers, to achieve image style 
conversion through the support of a large amount of data, this 
part is completed by the software or machine itself, and 
constantly repeat the convolution, pooling process, making the 
data more and more useful. The overall process is shown in the 
following Fig. 4: 
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Figure 4. Feature extraction stage process 

2.2 Classification identification stage 
Classification recognition stage by one or more fully 

connected layers, convolutional neural network processing of 
the image of the basic process, can be seen as the image data for 
continuous convolutional calculation and pooling 
calculation[16], by changing the size of the convolutional 
kernel, the number, extract more features, finally, throws the 
features which go through multiple convolution and pooling 
processing into one or more fully connected layers, using of 
softmax function to classify them, so as to achieve the role of 
identifying different categories of objects, its overall flow as 
shown in the following Fig. 5: 

 
Figure 5. Convolutional neural network process diagram 

 
Therefore, the focus of convolutional neural networks is the 

fully connected layer network supported by a large amount of 
data, and the convolutional layer and pooling layer can be 
regarded as a tool for machine learning from the result[17], and 
the image style conversion based on the convolutional neural 
network, first, takes out the features from the image, enters the 
network, Secondly, undergoes step-by-step transformation, and 
samples downward .Finally, repeat this process repeatedly, the 
longer the "learning" time, the more data can be used, the more 
accurate the classification, and the more diverse, accurate, and 
rapid the final transformation of the image style will be.  

3. Proposed Method 

3.1 Project introduction 
Deep dream is a convolutional neural network based on 

Google in 2015, can make artistic modifications to the image 
technology[18], it can make the modified picture produce a 
fantastic artistic effect, just like the dream of people in the 
dream, strange abstraction, so it is called deep dream, with this 
technology, photos with an artistic style can be obtained. The 
images generated by this technique can not only impress 
people, but also help us understand what convolutional neural 
networks are learning[19].  

3.2 Fundamentals 
 In the past practice, we used convolutional neural 

networks for image recognition, input a large amount of sample 
data into the network, test the features extracted by neurons, 
train the gradient of the neural network, reverse update the 
convolutional neural network weights, and iterate repeatedly 
until the network converges to the expected accuracy to stop 

training, then the resulting neural network can be used to 
classify in Fig. 6. 

 
Figure 6. Training process 

 In contrast to the convolutional neural network's practice 
of testing the features extracted by neurons by entering 
pictures, the deep dream model is to randomly select some 
neurons to observe what their simulated pictures may look like, 
and this information is deep dream model updated back to the 
content of the network in reverse, so that the features or 
enhanced patterns that each neuron most want to represent can 
be obtained, assuming that we continue to iterate the output and 
constantly activate the features it wants to represent, and the 
final output result will be closer and closer to the target image. 
The essence of the deep dream model is to visualize the 
characteristics of each layer in the neural network through the 
gradient ascending method, and the difference from the 
convolutional neural network[20], that is the reverse feedback 
updates not the convolutional neural network weights, but the 
pixel values in Fig. 7.  

 
Figure 7. Feedback network 

 Suppose the image of the input network is x, the 
N-dimensional vector [P1, P2,...,Pn] represents that there are N 
classifications, assuming that the probability the image is of 
class A as PA, the higher the value of PA, the higher the 
probability that the image is of class A, the higher the 
probability that the image is of class A, and PA as our 
optimization goal, constantly adjust the parameters, so that the 
value of PA is maximized, the image has the characteristics of 
class A more prominent, and finally achieve the effect of 
generating a deep dream picture.  The result after the Deep 
Dream model run is to maximize the probability of a certain 
category (or the image of various categories in the CNN) to 
obtain a picture, of course, we can also achieve the final goal by 
maximizing the activation layer of a certain channel of the 
convolutional layer, that is, visualizing the features of the 
convolutional layer.  
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3.3 Implementation 
The network parameters of the convolutional neural network 

model, which involved in the Deep Dream model are fixed and 
are already trained models, so a convolutional neural network 
image classification model should be imported first. The 
starting point for the development of convolutional neural 
networks was the neurocognitive machine model, at that time 
there was already a convolutional structure, the first neural 
network was LeNet, but as the technology of convolutional 
neural networks was not very mature at that time, it was 
replaced by other hand-designed feature classifiers.  With the 
advent of Dropout, ReLu, and GPU+ big data, convolutional 
neural networks ushered in an epic breakthrough in Fig. 8.  

 
Figure 8. Evolution of convolutional neural networks 

 The evolution of convolutional neural networks can be 
clearly seen from the graph. After Alex Net, people through the 
network increased the functionality of the convolutional layer, 
the transition from classification tasks to detection tasks, and 
the addition of new functional modules, which made 
convolutional neural networks evolve into deep learning 
networks such as VGG, Inception, ResNet, etc. Here we use the 
Inception as the model we imported.  

 In the case of TensorFlow, there are two ways to store and 
load a model, one is to generate a checkpoint file, and the other 
is to generate a graph protocol file. Here the model is imported 
as a diagram file. After storing the model as a graph file, first 
define the placeholders for the input picture, and then 
preprocess the picture, subtract the mean, and increase the 
dimension. Subtraction is due to the subtraction averaging 
preprocessing done during the training of inception, so the 
same value needs to be subtracted here to maintain consistency. 
The dimension is increased because when the image is entered 
into the network, the image is often not one, but a batch, so it is 
necessary to add a batch dimension so that multiple pictures can 
be entered into the network at the same time. Finally, the model 
is imported, and the preprocessed image is fed into the network.  

 After completing the basic operation of the graph, you can 
output the number of convolutional layers, you can also output 
the names of all convolutional layers, and the parameters of the 
specified convolutional layer, it should be noted here that when 
outputting parameters, these three dimensions are the batch, 
height and width of the image, because at this time the image 
has not been entered, it is not clear the size and quantity of the 
input image, and the last dimension is CHANNEL, that is, the 

number of channels of the convolutional layer, due to  the 
ImageNet image classification mode imported by the deep 
Dream model is trained, so its network parameters are fixed 
values and never change.   

4. Experiments and Analysis 

4.1 Features of the technology  
The main idea of Deep dream is to select a channel or 

convolutional layer of a convolutional layer (or multiple 
network layers, change the image pixels --the biggest 
difference from the trainer classifier) to maximize the 
activation value of the channel or the layer. 

4.2 Training the model 
In this experiment, the parameters of deep dream are 

optimized by the InceptionV3 model trained from the ImagNet 
dataset.  

.   The architecture of the lnceptionV3 model is quite large, 
with 11 layers from 'mixed0' to 'mixed10’. Using different 
layers produces different images, with the darker layers 
responding to higher-level features such as eyes and faces, 
while the earlier layers respond to simpler features such as 
edges, shapes, and textures.  

 The layers that can be freely tried to choose, deeper layers 
(layers with higher indexes) take longer to train because of the 
gradients are calculated more deeply in Fig. 9.  

 

 
 

 
Figure 9. InceptionV3 model 

4.3 Single-layer network compared with 
multi-layer network 
A single loss layer single channel is used to extract the 

characteristics of the specified channel for the style conversion 
of the background image, which generate a deep dream image. 
By maximizing the average value of a certain channel can get a 
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meaningful image, compared with the original background 
picture, the texture of the picture becomes visible to the naked 
eye, and the color of the image has also changed significantly, 
which is a wonderful place of deep dream technology. But its 
effect is only slightly changed on the basis of the original image 
The experimental demonstration is described in Fig. 10 – Fig. 
15:   

 

 
Figure 10. Background image A 

 

 
Figure 11. Deep dream single-layer channel feature  

conversion A 
 

 
Figure 12. Background image B 

 

 
Figure 13. Deep dream single-layer channel feature  

conversion B 
 

 
Figure 14. Background image C 

 

 
Figure 15. Deep dream single-layer channel feature  

conversion C 
 

Using multiple loss layers full-channel network to extract 
multiple features comprehensively applied to the background 
layer, generating a Deep Dream image. Multi-layer network 
loss is the sum of the output of the selected layer activation 
function, the loss is normalized at each layer, so the difference 
in the impact of each layer on the result will not be very large. 
(The purpose of this experiment is mainly to compare the 
effects of single-channel extraction features and multi-channel 
extraction features on the same background picture, to obtain a 
more suitable optimization method for deep dream technology. 
According to the results of this experiment, the use of all 
channel features to generate a Deep dream image is more 
abstract, the color of the image changes significantly from the 
use of a single channel to extract features, with changes in 
brightness, edges, and some details on the picture that have a 
noticeable effect. The experimental demonstration is described 
in Fig. 16 – Fig. 18: 

 
Figure 16. Deep dream multilayer full-channel 

feature conversion A 
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Figure 17. Deep dream multilayer full-channel 

feature conversion B 
 

 
Figure 18. Deep dream multilayer full-channel 

feature transformation C 

3.4 Problems and Solutions 
Through the results of deep dream processing of the original 

image, it is not difficult to find that the image has the following 
problems: 

First, the output picture is relatively rough and noisy. 
Although the picture has undergone obvious changes under the 
feature processing of the above single channel and 
multi-channel, overall, the texture and pixel values of the image 
are disorganized, and this study aims to generate an abstract 
beauty image, and there are still some places that need to be 
improved and optimized to produce images that are accepted by 
the public 

Second, the resolution of the image is relatively low.  Both of 
the above methods have a significant drawback, the resolution 
of the image is low, such an image looks blurry, some details 
are still not very clear after processing, it is difficult to attract 
the viewer's attention, so it is still necessary to find ways to 
improve the deep dream, so that the image is more easily 
recognized and liked. 

Third, the texture of output feature mode is similar between 
the various parts. Texture features are represented by the 
grayscale distribution of pixels and their surrounding spatial 
neighborhoods, i.e., local texture information. In addition, the 
repetitiveness of local texture information to varying degrees is 
global texture information. While a texture feature reflects the 
nature of a global feature, it also describes the surface 
properties of the scene corresponding to the image or image 
area. Unlike color features, texture features are not pixel-based 
features, which require statistical calculations in areas that 
contain multiple pixels. When retrieving texture images with 
large differences in thickness, density, etc., using texture 

features is an effective method. However, when there is little 
difference between the thickness and density of textures and 
other easily distinguishable information, it is difficult for the 
usual texture features to accurately reflect the difference 
between different textures of people's visual perceptions.  

For the deep dream has shortcomings when using existing 
training models, this study reduces the image into a different 
proportion of the size, in order to more effectively shrink the 
image, removed the number of channels for the image , only 
retain the width and height of the image of the two pixel values, 
and then through the loop iteration, under the existing set scale 
of the zoom, the image shape size continues to change in a fixed 
proportion, and then for each changed picture, with the defined 
channel extraction feature of the deep dream technology 
optimized, after the end of the loop, the iteratively optimized 
image is adjusted to the original scale. The conclusion of the 
experiment is shown in Fig .19 – Fig. 21.  

 

 
Figure 19. Deep dream optimization feature A 

 

 
Figure 20. Deep dream optimization feature B 

 
Figure 21. Deep dream optimization feature C 

5. Conclusion 
This paper is mainly to study the use of deep dream method 

to generate artistic images, and further optimize the algorithm 
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in the technology of deep dream, and compare the pictures 
generated by the original deep dream method with the 
optimized effect diagram, which shown in abstract artistic 
renderings with softer textures, clearer images, and richer 
content. The experimental results show that the style 
conversion using technology optimized by Deep Dream makes 
the demonization effect of the converted background picture 
more significant, the resulting image is softer, and the image 
texture is clearer. However, there are still some shortcomings in 
this technology that need to be improved, such as the short 
training batch of the algorithm, the small number of trainings, 
and the relative redundancy of the algorithm, which are 
important topics worth talking about in the future. 
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