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Abstract: - Enterprise accountants deal with bill reimbursement mostly relying on the traditional manual way to 
carry out, and the current bill recognition technology makes it difficult to meet the recognition needs of Chinese 
bills. And there is a lack of open-source Chinese bill recognition models in the training and validation process 
of the billing model. Aiming at the above challenges, the study proposes an information extraction algorithm 
based on the optical character recognition technique of deep learning, and the bill recognition model 
construction is carried out on this basis. Image detection is performed by utilizing detection and recognition 
neural networks, and image feature extraction is performed by combining convolutional recurrent neural 
networks with connectionist temporal classification. The validation shows that the accuracy of the 
research-proposed information extraction algorithm increases by an average of 9.86% compared with other 
algorithms in the self-constructed cab invoice dataset, and the F1 value in the International Conference on 
Integration and Innovation of Digital Archival Resources Toward the Enhancement of Public Service Capability 
2015 dataset increases by 5.82% and 0.92% compared with other algorithms, respectively. Compared to other 
models, the study's proposed model increases the average number of frames per second by 34.47% and the 
average class-wide accuracy by 10.72% in the cab invoice dataset. The bill recognition model based on the 
information extraction algorithm proposed in the study can meet the bill recognition requirements, has superior 
recognition accuracy and efficiency, and has application value in enterprise bill recognition. 
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1  Introduction 
With the social and economic development and the 
continuous improvement of information technology, 
various types of bills are frequently and closely 
connected with people's lives, work, and study. Bills, 
as transaction vouchers, play an indispensable role in 
enterprise management, [1]. However, the traditional 
way of relying on accountants to manually check the 
information of bills with the information of system 
reimbursement forms is time-consuming, 
labor-intensive, and inefficient, [2]. The emergence 
of deep learning technology promotes the 
development of Optical Character Recognition 
(OCR), and also provides new ideas for the 
intelligence of bill text recognition, [3]. Based on 
OCR technology and deep learning, the use of text 
detection and text recognition to locate images and 
extract key information can realize the automation of 
text information processing and optimize the 
text-based business processes at work, [4]. However, 
compared with the general natural scene text 

recognition task, the text target of the ticket is 
relatively small and dense, which requires higher 
recognition accuracy of key information and 
semantic matching efficiency of key fields. However, 
the existing methods mainly target ordinary bills 
without obvious defects, and it is difficult to meet the 
recognition requirements of Chinese bills. In addition, 
there is a lack of open-source Chinese bill datasets, 
which limits the training and algorithm optimization 
of bill recognition models. Therefore, based on the 
above challenges, the research carries out the design 
of a note recognition model based on the Information 
Extraction Algorithm (IEA) and establishes a 
Chinese note dataset. 

The novelty of the study is that an IEA algorithm 
is proposed for the recognition needs of accounting 
bills, and a Chinese bill recognition model is 
constructed. Meanwhile, in order to solve the lack of 
open-source Chinese bill datasets, the research 
innovatively constructs a Cab Invoice Dataset (CID) 
for model training and validation. The study 
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introduces regularized expressions as a matching tool 
for the information of the ticket structure data, which 
improves the recognition efficiency of key fields. 
The IEA algorithm shows higher performance than 
other algorithms in terms of accuracy and F1 value 
on both the self-built CID dataset and the ICDAR 
2015 dataset. The research applies deep learning 
OCR technology to the field of bill recognition and 
promotes the intelligent development of bill 
recognition. Meanwhile, the CID dataset established 
by the research provides a positive contribution to 
the intelligence of Chinese bill recognition. 

 
 

2  Related Works 
As one of the important research directions in the 
field of computer vision, OCR, many experts, and 
scholars have carried out studies and explorations on 
bill recognition from the aspect of OCR technology. 
To alleviate the pressure of accounting for financial 
bills, [5] proposed a fast convolutional recurrent 
neural network based on a fast financial bill detection 
network by improving the loss function, region 
suggestion network, and non-maximal suppression, 
thus improving the recognition speed in the public 
service capability improvement-oriented 
International Conference on the Integration and 
Innovation of Digital Archival Resources (The 
International Conference on the Integration of Digital 
Archival Resources (ICDAR) 2019 dataset 
recognition speed is increased by 50%. Aiming at the 
problem that the standard OCR technology is weak 
in recognizing financial bills of diverse types and 
mixed languages, [6] also proposed a deep 
learning-based technique for detecting and 
recognizing full-content text information of financial 
bills. Utilizing the financial note character 
framework for the recognition of mixed characters, 
thus significantly improves the efficiency of the 
financial accounting system given. In order to solve 
the problem of scarcity of datasets for automatic 
parsing of invoices and poor performance of the 
algorithms, [7] proposed to utilize the OCR-based 
text extraction method to transform the images into 
machine-coded text. The hyperparameters of the 
object detection algorithm were adjusted so as to 
achieve effective recognition of multiple types of 
invoice images. Aiming at the poor applicability and 
robustness of computer-aided techniques for feature 
extraction in specific financial invoices, [8] 
constructed a lightweight recognition model using 
deep learning techniques. By preprocessing the 
invoice image using a sequence transformation 
model and segmenting a single character using a 
horizontal-vertical projection method, a high 

accuracy of invoice recognition was obtained in a 
real dataset. To address the shortcomings of the 
information extraction algorithms that extract only 
machine-readable words, a Vietnamese invoice 
recognition network was proposed based on 
Vietnamese OCR characters [9]. By utilizing a Graph 
Convolutional Network (GCN, GCN) for text 
detection and recognition and another GCN for 
image classification, a recognition accuracy of      
99.50% was obtained. 

The recognition model of bill image is mostly 
built based on deep learning OCR, while the 
information extraction method also determines the 
recognition effect of bill image. For the extraction of 
image information, scholars at home and abroad have 
also explored it in various aspects. [10] proposed a 
pre-training model for text and typography 
collections to fundamentally address the contextual 
and spatial semantics of image text in 2D space. The 
error due to wrong text ordering is minimized by 
encoding the relative position of the text in 2D space 
and learning the documents with unmarked positions 
using a region masking strategy. In order to improve 
the imperceptibility of the generated image, a 
strategy of embedding watermarks by using the 
image feature points is proposed on the basis of 
feature extraction information embedding, [11]. 
Through discrete wavelet variation processing, thus 
realized the embedding and extraction of digital 
image watermarks, and passed various image attack 
tests. [12] in order to extract the information related 
to the population of Quebec, designed a set of 
machine learning model-based registry book 
information extraction schemes. Classification, text 
detection, handwritten text recognition, and named 
entity recognition were performed on the register 
information pages, which led to the classification of 
family and genealogical relationships of the Quebec 
population. [13] proposed a novel generalized image 
fusion framework based on cross-domain long-range 
learning and the Swin variant with a view to 
achieving full fusion and global interaction of 
complementary information. The fusion of 
multi-scene images is carried out through 
intra-domain fusion units based on self-attention and 
inter-domain fusion units based on cross-attention, 
thus realizing the structure maintenance as well as 
detail preservation of digital images. To address the 
issue of security of information transmission in 
digital images, [14] proposed a steganography 
technique using a neural-based transmission 
algorithm to generate steganographic images. By 
using a conditional generative adversarial network 
for image information de-typing, an area under the 
curve of 0.53 was achieved in the PASCAL VOC12 
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dataset. 
Combined with the above, it can be seen that 

scholars at home and abroad have conducted 
research in various aspects using deep learning OCR, 
and more results have been achieved in note 
recognition. However, the detection efficiency and 
accuracy of current bill recognition models are 
difficult to meet the bill recognition needs of 
accountants in large Chinese enterprises, and there is 
a lack of open-source Chinese bill datasets for 
research. Therefore, the research proposes an IEA 
algorithm for enterprise accounting and constructs a 
note recognition model based on it. And Dueto the 
lack of open-source Chinese bills, the study 
innovatively constructs a CID dataset for the training 
of the recognition model. 
 
 
3  Methods and Materials 
To improve the current efficiency of bill recognition, 
the study first designed the IEA algorithm. Using 
Detection and Recognition Neural Network (DBNet) 
for detecting textual information in bills, 
Convolutional Recurrent Neural Network (CRNN) is 
responsible for transforming text recognition 
problems into sequence recognition problems, and 
connectionist Temporal Classification (CTC) is used 
to screen and monitor the output strings of CRNN. 
Secondly, a bill recognition model was constructed 
based on the designed IEA algorithm. Finally, the 
study constructed a CID dataset based on the 
collected national taxi receipts. 
 

3.1 IEA Design based on Deep Learning OCR 
The text of bills is characterized by dense and 
multi-scale, and the integrity of its information 
extraction directly determines the performance of the 
algorithm. Therefore, the study designs an IEA 
algorithm based on deep learning OCR techniques 
such as DBNet and CRNN. Firstly, the DBNet 
network is utilized for the detection of text 
information of bills. DBNet is a pixel 
segmentation-based text detection network that 
utilizes Feature Pyramid Network (FPN) for 
multi-scale feature fusion, [15]. The training process 
is optimized by Differentiable Binarization (DB) thus 
achieving simplified processing, [16]. The specific 
structure is shown in Figure 1 (Appendix), [17]. 

As can be seen from Figure 1 (Appendix), the 
DBNet network first inputs the to-be-processed 
image into the backbone network ResNet18 for 
multiscale feature extraction, and the features are 
up-sampled and fused from deeper to shallower 
levels using FPN and merged to obtain the feature 

image. Secondly, based on the obtained feature 
image, further prediction and output of probability 
image and threshold image are carried out to obtain 
an approximate binary image using DB. Finally, the 
text envelopment curve is processed and output. In 
the DBNet text detection process, the study utilizes 
data augmentation in the form of pre-processing the 
input image and using a scaling algorithm to generate 
training labels to reduce the probability of text 
adhesion prediction. In this case, the labels of the 
probabilistic and binary images are obtained by the 
scaled-down offset of the original localization frame 
position, which is calculated as shown in equation 
(1). 

 
2(1 )B r

A
C


               (1) 

 
In equation (1), A denotes the offset of the 

position reduction of the localization frame; B  
denotes the area of the localization region; C  
denotes the perimeter of the localization region; and
r  denotes the label contraction coefficient, which is 
taken as 0.4 in the study. The labels of the 
thresholded image are then computed by the 
combined calculation of the contracted frame 
obtained by the inward contraction offset of the 
original localization frame and the expanded frame 
obtained by the outward expansion offset. Since the 
use of fixed-threshold segmentation in IEA leads to 
non-trivial gradients in the training phase of the 
DBNet network, it was investigated to train the 
network using a function that approximates the 
standard binarization. An example formula for the 
generating function of the approximated DB image is 
shown in equation (2). 

 
1( )

1 kx
g x

e



             (2) 

 
In equation (2), ( )g x  denotes the approximated 

binary image; k  denotes the fixed factor; x  denotes 
the difference between the pixel value of the 
probability image and the pixel value of the 
corresponding threshold image; and e  denotes the 
logarithm. Therefore, the loss function of the bill 
detection network in IEA consists of the loss 
function of the probability image, the threshold 
image, and the binary image together, as shown in 
equation (3). 
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In equation (3), Loss  denotes the DBNet loss 

function in IEA; dL  denotes the loss function of the 
binary image;   and  denotes the corresponding 
weights of the probability image and the threshold 
image; sL  denotes the loss function of the 

probability image; fL  denotes the loss function of 
the threshold image; _intersection area  denotes 
the intersection range between the binary image and 
the labeled information; _total area  denotes the 
common range between the binary image and the 
labeled information; iy  denotes the input 

information, which is 1 or 0; id  denotes the chance 
that the input information is predicted to be 1; 
denotes the data set; denotes the labeled information 
of the threshold image; denotes the CRNN as a 
commonly used OCR text recognition network. the 
chance that the input information is predicted to be 1;

is  denotes the dataset; *
io  denotes the labeling 

information of the threshold image; *
iq  denotes the 

threshold image. CRNN, as a commonly used OCR 
text recognition network, is capable of transforming 
the text recognition problem into a sequence 
recognition problem, [18]. CRNN has certain 
advantages in long text detection, but the cyclic layer 
of CRNN is prone to output repetitive strings in 
sequence features of neighboring moments that are 
close to each other, [19]. Therefore, the study 
introduces the combination of CTC transcription and 
CRNN to construct the IEA algorithm. The study 
sets the cyclic layer feature size of the CRNN 
network input in IEA to be fixed as [512,1,24], and 
its network structure mainly consists of three parts, 
as shown in Figure 2 (Appendix). 

As can be seen from Figure 2 (Appendix), this 
CRNN network is mainly composed of convolutional, 
cyclic, and transcription layers. Among them, the 
convolutional layer extracts the image convolutional 
feature sequences in the standard frame through 
preprocessing and convolutional neural network, and 
the recurrent layer uses Bidirectional Long and 
Short-Term Memory networks (BiLSTM) for text 

sequence feature extraction. In addition, the 
transcription layer uses CTC connected temporal 
classifier for character alignment, [20]. In this, the 
sequence of BLSTM is passed into two Long- and 
Short-Term Memory networks (LSTM) structures in 
a forward and reverse manner, and the merged output 
of the two LSTMs is passed as a new sequence into 
the ever-stacking BLSTM structures, [21]. Before 
passing into the CTC, the sequences need to be 
normalized by the Softmax function to get their 
probability matrix. The Softmax function expression 
is shown in equation (4). 

1

i

i

x

n
x

i

e
Softmax

e





             (4) 

 
In equation (4), ix  denotes the input sample; n  

denotes the number of samples. According to the law 
of probability distribution, the column vector of the 
matrix is obtained by the Argmax function, which 
can return the maximum value of the characters in 
the column vector after calculation, and its 
expression formula is shown in equation (5). 

 : ( ) ( )Argmax= x x S y S f y f x     (5) 
 
In equation (5), x  and y  denote two unequal 

input sequences; S  denotes the function definition 
domain; ( )f y  and ( )f x  both denote functions. 
After the cyclic layer and Argmax function 
processing, the maximum probability character 
category of each frame of the sequence is output as 
the corresponding result of that frame. At this point, 
CTC combines each frame of the sequence to predict 
the highest probability sequence label. The string 
binding path of CTC in the IEA algorithm is shown 
in Figure 3 (Appendix). 

In Figure 3 (Appendix), the study assumes that 
the CTC transcription time step is 17, and when its 
transcription defines the blank character ' ' , it 
indicates that there is no corresponding character 
object in the current frame. For each character string, 
the study added blanks between each character and at 
the beginning and end of the character. For the legal 
paths, all of them can be jointly represented by their 
corresponding strings and time steps. If the CTC 
predictions for each frame are more independent, the 
conditional probability of each path is generated as 
shown in equation (6). 
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t

p h x y


             (6) 

 

WSEAS TRANSACTIONS on BUSINESS and ECONOMICS 
DOI: 10.37394/23207.2024.21.216 Zhiyin Liu

E-ISSN: 2224-2899 2643 Volume 21, 2024



In equation (6), p  denotes the probability; h  
denotes the legal path; t

hty  denotes the current frame 
output in h  at t . The probability of the output string 
can be obtained by summarizing the conditional 
probabilities of all the legal paths, and the specific 
formula is shown in equation (7). 

   
( )V h w

p w x p h x


         (7) 

 
In equation (7), w  denotes the output string;V  

denotes the de-duplication operation. Meanwhile, the 
study sets the CTC in IEA to combine sequence 
frames in the form of dynamic programming and the 
node value at the current moment consists of the sum 
of the node values of the previous moment that are 
about to pass through the node. Therefore, after 
determining the input and output labels, the 
conditional probability of generating paths in the 
IEA algorithm can be transformed into a negative 
log-likelihood function, which is expressed as shown 
in equation (8). 

1
( )

n

CTC i

i

Loss wnp w x


          (8) 

 
In equation (8), CTCLoss  denotes the loss 

function of CTC. Combining the above, the proposed 
IEA of the study mainly consists of two parts: text 
detection and text recognition, in which DBNet 
network is mainly responsible for text detection of 
the input ticket image, while RCNN combines with 
CTC to extract information from the text after 
labeling the location box. 
 
3.2 Bill Recognition Model Construction 

based on the IEA Algorithm 
Based on the proposed IEA algorithm, the study 
further proceeds with the construction of the note 
recognition model and the creation of the dataset. 
Since in the recognition task of bills, the text usually 
appears in pairs and the bill keywords have a fixed 
format. Therefore, for the textual performance 
characteristics of tickets, the study introduces 
Regular Expression (RE) as the matching of 
structured data information of tickets.RE, as a basic 
process of natural language processing, performs the 
acquisition of textual content that meets the logical 
conditions using logical formulas composed of 
pre-defined special characters and their combinations. 
Definition of information extraction rules based on 
fields such as province, invoice code and number, 
license plate number, time (including date of ride, 
time of boarding and alighting), mileage, and amount 
of money in the cab ticket. Among them, the invoice 

code information extraction rule is shown in equation 
(9). 

'[0 9]{12}(?!\ ) 'ic d            (9) 
 
In equation (9), ic  means the code of cab invoice;

[0 9]  means any character between 0-9 in the 
specified range; {12}  means match 12 times; \d  
means match any number between 0-9; (?!\ )d  means 
match the string found at the beginning of any string 
that does not match d . The invoice number 
information extraction rule is shown in equation (10). 

'[0 9]{8}(?!\ ) 'in d            (10) 
 

In equation (10), in  denotes the number 
information of cab invoice;{8}  denotes matching 8 
times. The license plate number information 
extraction rule is shown in equation (11). 

'[ ]{1}[ ]{1}[ 0 9]{5}'cn pa A Z A Z        (11) 
 

In equation (11), cn  denotes the license plate 
number information shown on the cab invoice; [ ]pa  
denotes the specified abbreviation of any province in 
China;{1}  denotes matching 1 time; [ ]A Z  denotes 
any character between the specified ranges A-Z;
[ 0 9]A Z   denotes any character between the 
specified ranges A-Z, 0-9;{5}  denotes matching 5 
times. For other fields, the study utilizes keywords 
for field information matching. Combined with the 
above, the flow of the IEA-based note recognition 
model proposed by the study is shown in Figure 4 
(Appendix). 

As can be seen in Figure 4 (Appendix), the 
model first preprocesses the input ticket image, and 
second utilizes the DBNet network for text detection. 
According to the labeled boxes added to the text 
image by DBNet network, the convolutional layer of 
CRNN is utilized for image information extraction, 
and after the cyclic layer and Argmax function, the 
prediction is performed by CTC transcription 
combined with sequence features. Finally, RE is 
utilized to match the information of the structured 
data of the bill and output the recognition results. At 
the same time, the research carried out the 
establishment of the CID dataset. Collect 541 taxi 
invoice images from different provinces in China 
through web crawling technology and autonomous 
forms, and use a crowdsourcing platform to collect 
300 taxi invoice images, totaling 841 images. Due to 
the influence of shooting background, preservation 
method, etc., the collected ticket images have 
recognition difficulty, so the study introduces Image 
Enhancement Technology (IET) and Text 
Enhancement Technology (TET) to process the CID 
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dataset. IET is based on random cropping, color 
interference, noise processing, and image blurring to 
perform bill image enhancement and filter out 
illegible images. The specific form is shown in 
Figure 5 (Appendix). 

 

Original image

Random cropping

Color interference

Noise treatment

Image blurring

 

Fig. 5: Schematic of image enhancement of dataset 
 
In Figure 5 (Appendix), random cropping mainly 

intercepts a certain part of the image arbitrarily from 
the original image, while color interference randomly 
adjusts the parameter information such as brightness 
and contrast of the ticket image within a certain 
range of values. Noise processing refers to adding 
various types of noise to the original image, while 
image blurring refers to blurring the image using 
different types of filtering techniques. TET refers to 
replacing the text information of the original image 
using another word based on text editing algorithm. 
This is achieved by migrating the foreground style of 
the text, extracting the background, and fusing the 
text and background. Based on the above processing, 
the final CID dataset of 15000 text images is 
obtained, of which 1000 are test sets. 
 
 
4  Results 
The recognition result of the bills determines the 
value of the recognition model in the intelligent 
application of bills. Therefore, the study firstly 
validates the performance of the IEA algorithm in 
terms of accuracy and frames Per Second (FPS), and 
secondly validates and analyzes the proposed bill 
recognition model. 
 
4.1 Performance Validation of IEA based on 

 Deep Learning OCR 
To validate the efficiency of the proposed IEA 
algorithm for extracting the information from bill 
images, the study conducted algorithm validation 
using the self-constructed CID dataset and the 
ICDAR 2015 dataset. The ICDAR 2015 dataset is a 
natural scene text dataset released by the 

International Conference on Document Analysis and 
Recognition in 2015, which contains 1000 training 
sets and 500 test sets. The study set the number of 
iterations of the IEA algorithm to be 1000 and the 
initial learning rate to be 0.001. The F1 scores and 
FPS metrics of the IEA algorithm in the CID dataset 
under different DBNet backbone networks are shown 
in Figure 6 (Appendix). 

A comparison of the F1 scores of the IEA 
algorithms in the CID dataset under the three 
backbone networks is shown in Figure 6(a) 
(Appendix). It can be seen that the F1 scores of all 
three backbone networks increase and converge with 
the increase of iterations. After 1000 iterations, the 
F1 score of the ResNet18 network is 93.68%, which 
is 7.01% and 8.40% higher than the F1 scores of the 
other two networks, respectively. This indicates the 
superiority of the study utilizing ResNet18 as the 
backbone network. Comparing the FPS of the three 
networks in Figure 6(b) (Appendix), it can be seen 
that the FPS of ResNet50 is the lowest among the 
three networks and its variation is the largest, which 
indicates that the FPS of ResNet50 is unstable and 
prone to lagging. While comparing ResNet18 and 
MobileNetV3, ResNet18 exhibits a more stable FPS. 
The ResNet18 network is shallower, has fewer 
parameters, and offers higher computational 
efficiency, which may be the reason for its superior 
F1 score. In contrast, the ResNet50 network is deeper, 
has a higher computational cost, and requires more 
parameters and computational resources. 
MobileNetV3, designed for lightweight 
implementation, significantly reduces its parameter 
and computational demands, leading to a lower 
accuracy on some complex tasks compared to the 
ResNet series. Meanwhile, the study further 
compares the performance of the three networks in 
the ICDAR 2015 dataset, as shown in Figure 7 
(Appendix). 

From the F1 scores of the three backbone 
networks in the ICDAR 2015 dataset in Figure 7(a) 
(Appendix), it can be seen that the study proposes 
that the IEA algorithm constructed by utilizing 
ResNet18 as the backbone network is more 
advantageous. A comparison of the FPS of the three 
backbone networks is shown in Figure 7(b) 
(Appendix), MobileNetV3 has the highest FPS 
among the three backbone networks, which is 6.87 
after 1000 iterations compared to ResNet18's 6.54. 
However, a comparison of the magnitude of 
fluctuations in the network's FPS shows that 
ResNet18 is more stable. The above results indicate 
that it is reasonable for the study to utilize ResNet18 
as the backbone network for DBNet detection of text 
in the IEA algorithm. On this basis, the study 
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compares the performance of the IEA algorithm with 
the currently popular Local Binary Pattern (LBP) 
algorithm and Scale-Invariant Feature Transform 
(SIFT). The results of the loss profile comparison of 
the three algorithms in the two datasets are shown in 
Figure 8 (Appendix). 

Comparing the changes in the loss curves of the 
three algorithms in the CID dataset in Figure 8(a) 
(Appendix), it can be seen that the LBP algorithm 
has the highest loss value and has no tendency to 
converge after 1000 iterations. While the SIFT 
algorithm has a loss value of 0.59 after 1000 
iterations, which is 79.66% more than IEA. From 
Figure 8(b) (Appendix), it can be seen that all three 
algorithms have lower loss values in the ICDAR 
2015 dataset than the CID dataset. Among them, the 
IEA algorithm proposed in the study is more 
advantageous in terms of loss profile change. As a 
computer vision algorithm for texture classification, 
the LBP algorithm is sensitive to changes in lighting 
conditions, and the stability and reliability of its 
features can be compromised in the presence of 
high-frequency noise. This may be the reason for its 
higher loss curves in both datasets. The SIFT 
algorithm, on the other hand, experiences a 
significant performance decline in low image quality 
or high-noise environments and is prone to getting 
trapped in local optima. The performance 
comparison of the three algorithms in the two 
datasets is shown in Table 1. 

As can be seen from Table 1, the accuracy of the 
proposed IEA algorithm in the CID dataset is 92.12%, 
which is 15.71% and 4.00% higher than the other 
two algorithms, respectively. Comparing the F1 
values of the three algorithms, the LBP algorithm has 
the lowest F1 value, which may be because the LBP 
algorithm is more significantly affected by 
environmental interference and its multiple sampling 
of image pixel points and sampling radius leads to a 
decrease in the ability to characterize the image. 
Combining the performance validation results of the 
three algorithms in the ICDAR 2015 dataset, it can 
be seen that all three algorithms have achieved more 
than 90% accuracy, but the IEA algorithm proposed 
in the study still has obvious advantages. 

 
Table 1. Performance comparison of three algorithms 

Algorithm 
CID datasets ICDAR 2015 

datasets 
Accuracy 

(%) 
F1-score 

(%) 
Accuracy 

(%) 
F1-score 

(%) 
IEA 92.12 93.68 95.46 94.74 
LBP 79.61 78.46 90.78 89.53 
SIFT 88.58 89.24 92.21 93.88 

 

4.2 Validation of the IEA-based Note 

Recognition Model 
To further confirm the application value of the IEA 
algorithm in bill image recognition, the study 
introduces the previous bill recognition model for 
performance comparison. The changes in training 
indexes of different models in the CID dataset are 
shown in Figure 9 (Appendix). 

Figure 9(a) (Appendix) and Figure 9(b) 
(Appendix) show the training accuracy and FPS 
comparison results of four models on the CID dataset 
training set. It can be seen that the ticket recognition 
model based on the IEA algorithm proposed in the 
study has a relatively small difference in recognition 
accuracy in the training set compared to the reference 
[6], but the model proposed in the study converges 
faster and has a more stable recognition effect. From 
the FPS changes of the four models in Figure 9(b) 
(Appendix), it can be seen that there are significant 
fluctuations in the FPS of all four models. As the 
number of iterations increases, the identification 
model proposed in the study has a higher FPS, while 
reference [8] has a more stable FPS. The validation 
results of the four models on the CID dataset test set 
are shown in Table 2. 

 
Table 2. Comparison of validation results of different 

models in the test set of CID dataset 

Target 
Method 

IEA Reference 
[6] 

Reference 
[7] 

Reference 
[8] 

Accuracy 
(%) 94.31 87.35 84.81 78.97 

F1-score 
(%) 93.28 90.05 83.22 75.66 

mAP (%) 90.64 89.74 82.55 74.68 
FPS 38.97 36.59 32.45 22.04 
 
As can be seen from Table 2, the recognition 

model based on the IEA algorithm has a high 
recognition accuracy of 94.31% in the CID dataset, 
which is an average increase of 12.87% compared to 
the other methods. Comparing the whole class 
average precision (mAP) of the four models in the 
CID dataset, the recognition model proposed in the 
study increased by 1.00%, 9.80%, and 21.37%, 
respectively. Compared to the other three models, the 
bill recognition model based on the IEA algorithm 
has a more desirable FPS. This indicates that the IEA 
algorithm designed by the study using deep learning 
OCR technology has a superior recognition 
performance in bill recognition, and the recognition 
model based on IEA is more advantageous than other 
methods. Finally, the study further analyzes the 
validation results of the IEA algorithm-based note 
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recognition model, as shown in Figure 10 
(Appendix). 

As can be seen in Figure 10(a) (Appendix), all 
the key fields in the bill image are effectively 
detected by the research-proposed recognition model. 
Combined with the detection visualization results, it 
can be illustrated that the research-proposed DBNet 
with ResNet18 as the backbone network can 
accurately detect the bill images. The visualization 
results of the recognition of bill images by the 
research proposed model are shown in Figure 10(b) 
(Appendix). It can be seen that the model can 
recognize the invoice code of the ticket image 
completely. It also shows that the bill recognition 
model based on the IEA algorithm proposed in the 
study has positive application value in the 
development of bill recognition intelligence. 
 
 
5  Conclusion 
To improve the bill recognition efficiency in the 
accounting industry and promote the intelligent 
development of bill recognition, the study proposes 
an IEA algorithm based on deep learning OCR 
technology and introduces RE technology to 
construct a bill recognition model. Firstly, the DBNet 
network is utilized as the image text detection of the 
IEA algorithm, and secondly, CRNN is combined 
with CTC for the recognition module of the 
algorithm. Finally, the model construction is carried 
out and a kind of Chinese bill dataset is established. 
Experimental validation shows that the accuracy of 
the IEA algorithm in the research self-constructed 
CID dataset is 92.12%, which is 15.71% and 4.00% 
higher than the other two algorithms, respectively. 
The F1 value of the IEA algorithm in the ICDAR 
2015 dataset is increased by an average of 3.37% 
compared to the other two algorithms. The validation 
of different models shows that the mAP of the 
proposed model of the study in the CID dataset is 
increased by 1.00%, 9.80%, and 21.37%, and the 
FPS is increased by 6.50%, 20.09%, and 76.81%, 
respectively, over the other models. The results show 
that the IEA algorithm designed by the study using 
DBNet network, RCNN, and CTC has superior 
application in bill recognition, and the bill 
recognition model based on the IEA algorithm can 
effectively enhance the accuracy and precision of bill 
recognition and improve the effect of bill 
recognition.  

The IEA algorithm proposed in our study has 
made significant technological advancements in the 
field of bill recognition. Compared with existing 
methods, the IEA algorithm, by integrating DBNet, 
CRNN, and CTC technologies, not only improves 

the accuracy and efficiency of recognition but also 
enhances the model's generalization ability through 
the self-built CID dataset. Especially in processing 
Chinese bills, the IEA has demonstrated outstanding 
performance, which has been verified by 
experimental results on both the CID and ICDAR 
2015 datasets. Furthermore, the high FPS of the IEA 
algorithm indicates its potential application value in 
real-time bill processing. However, the shortcoming 
of the study is that only the design of the bill 
recognition model is carried out, and the 
visualization platform of the recognition system is 
not explored in depth. In the future, we will further 
design and develop the automatic processing system 
of bill images based on the proposed bill recognition 
model, to realize the intelligent recognition of bills. 
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APPENDIX 
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Fig. 1: DBNet structure in IEA 
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Fig. 2: IEA's CRNN network structure 
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Fig. 3: Schematic of the CTC string path in IEA 
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Fig. 4: IEA-based bill recognition modeling process 
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Fig. 6: Performance comparison of IEA algorithms in CID datasets under different DBNet backbone networks 
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Fig. 7: Performance comparison of IEA algorithms in ICDAR 2015 datasets under different DBNet backbone 
networks 
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Fig. 8: Comparison of loss curves of the three algorithms 
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Fig. 9: Comparison of training metrics of different methods in the CID dataset 
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Fig. 10: Visualization results of note recognition model based on IEA algorithm 
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