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Abstract: An attempt has been taken in this work to effectively implement the combination of GSA and 
PSO (hGSA-PSO) technique towards AGC in two-area inter-connected power systems with generation 
rate constraint (GRC) is considered. For the design and analysis, a initial attempt has been taken to 
optimize parameters of proportional-integral-derivative (PID) controller in two area non-reheat thermal 
power system employing GSA and hGSA-PSO algorithm with ITAE objective function. A sensitivity 
studies carried out for the robustness of the system by changing the operating condition and variation of 
the parameter and generation rate constant (GRC= ±0.05 and ±0.025) is considered. The performances of 
the proposed controller has been evaluated with those of some previously published optimization 
techniques such as GA and BOFA based optimized controller parameters for the same power system. 
This study of the present work is extended to two area multi sources power system to test the robustness 
analysis of the system by comparing the hGSA-PSO optimized to PI controller with same structure of 
system by selecting with and without GRC for showing the dynamic performance analysis of the system 
in term of settling time and overshoot. 
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1. Introduction 

In the recent advances of technology, the 
modern electric power system containing 
several utilities and multiple power generating 
areas are interconnected. In order to achieve a 
better electrical power quality, power 
exchange among various utilities is done 
through tie lines. For successful operation of 
any power system, generation must be 
balanced with the demand subjected to the 
system losses will be minimum. 
Simultaneously the system frequency, power 
exchange and the operating point must be 
maintained at the scheduled value. In this 
situation AGC which can control the 
continuous records of the system frequency 
and tie-line power-flow to maintain them in an 
approaching point of the nominal value [1]. It 
calculates the net change in power generation 
and deviation in frequency whose linear 
combination is called as Area Control Error 
(ACE) that is taken as the controlled output of 
AGC. Thus, the generator adjusts its position 
such that frequency of the system and power 
flow in the tie line during disturbances is 
nearest to the scheduled value [2]. In the 
present trend, most of the Engineer’s prefer 
classical PID controller due to its robust 

adaptive performance load variation against 
change of parameters, cost effectiveness, 
reliability and simplicity with less user skill 
requirements. Most of researchers are 
suggested in the literature AI based techniques 
for optimization of controller parameters. The 
performances of AGC has been compared and 
shown in literature using various conventional 
controllers such as P, PI, PID [3-5]. It is also 
attempted many researcher AGC system of the 
inter connected power system by using the 
modern control theory, neural network, fuzzy 
system theory and ANFIS approach etc.[3-6]. 
Bacterial Forging Optimization Algorithm 
(BOFA) based controllers found to give a 
better response in comparison to GA based 
controller in non-reheat multi area thermal 
power systems [7]. Imperialist Competitive 
Algorithm (ICA) based PID controller 
parameters has been optimized for the inter 
connected multi area power system [8]. For 
optimization of PI controller parameters with 
Differential Evolution by (DE), the ITAE 
objective functions are modified with damping 
ratio and settling time [9]. Its performances 
are compared with those of BOFA and GA 
based PI controllers to report its supremacy 
[10]. Firefly Algorithm (FA) is a population-
based search algorithm newly developed in 
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which is inspired by flashing behaviour of 
fireflies [11]. GSA one of the heuristic 
methods and it is efficient can solve non-linear 
and non-convex optimization problems 
successfully whose efficacy over other recent 
techniques are demonstrated in [12]. GSA has  
demonstrated itself as global optimization 
techniques by keeping balance between 
exploitation/exploration in search region to 
provide a nearly optimal solution. 
Optimization techniques like Gravitational 
search algorithm (GSA) are confined to 
exploitation of relative areas only [12-14]. 
Therefore, instead of considering them alone 
for global optimization they can be hybridized 
with other optimization techniques before 
implementing them in modern multi area 
interconnected power system analysis. 
      Keeping in view to the above facts, an 
effort has been taken in the current work to 
hybridize GSA and PSO techniques (hGSA-
PSO) towards automatic generation control of 
multi area inter connected power system. At 
the initial stage an attempt is taken to 
minimize ITAE criterion employing GSA with 
PID controller for each area. Then fine- tuning 

of controller’s parameters found from GSA is 
done by employing PSO. Finally, both GSA 
and PSO are hybridized to obtain a faster 
result. The entire design is compared with 
published results of some techniques like 
Genetic Algorithm and BOFA [15]. Lastly the 
technique is implemented for three unequal 
models in presence of generation rate 
constraints (GRC).       

2. Modeling of the system 

The figure-1 show the two-area thermal power 
plant (each of 2000MW rating and 1000MW 
nominal loading) which is widely used in 
interconnected non-reheat thermal power 
system is taken in the model for the design and 
analysis proposes [15]. 
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Figure-1 Two area thermal power plant 

 F1 & F2 =system frequency deviations 
G1 & G2 = Governor out-puts (p.u) 
TT1& TT2 = Turbine time constants (sec) 
TG1& TG2=Speed governor time constants (sec) 
T12= Synchronising co-efficient 
R1 & R2= Governor Speed regulation parameters 
(pu hz) 
u1 & u2 = control outputs of controllers 
AEC1 & AEC2= Area control errors 
B1 & B2= Frequency bias parameters 

T1 & T2 =Changes in turbine out-puts 
D1 & D2 = Changes in Load demands 
 P Tie =Increments in tie line power (p.u)  
KPS1 & KPS2 = gains of power system 
TPS1& TPS2 = time constant of power system (sec) 
 PV1 &  PV2 = p.u change in governor valve 
position 
D =damping constant of hybrid power system 
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Generation Rate Constraint (GRC) is the 
specific maximum rate (usually 2-5% per min 
for a thermal plant) at which power generation 
can change in thermal power plants. Various 
parameters are shown in Appendix-A. There 
are three inputs and two outputs in each area 
comprising generator, turbine and speed 
governing system. Controller inputs (u1 & u2) 
are considered as input ( refP ) where as 
generator frequency  F and Area Control 
Error (ACE) given by equation (1) are the out-
put of the system. 

TiePFBAEC     (1) 
 
Hear, B  represents the frequency bias parameter. 
For each component of an area, transfer 
functions are used in the model for simplicity in 
frequency-domain analyses, Turbine and 
Governor Transfer functions are represented by 
equation-2 and equation-3 as follows.  
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There are two inputs refP  & F  and one 
output )(sPG of the speed governing system 
given by [2] 

)(1)()( sF
R
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Transfer function representing generator and 
load [2]: 
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Where DKP 1  and DfHTP 2 .  
 
 
There are two inputs )(sPT  & )(sPD  with 
one out put  )(sF  for the generator load 
system which is taken as per  [2]:  
 

)]()()[()( sPsPsGsF DTP     (6) 
 

 

3. Gravitational Search Algorithm 

(GSA) 
This Algorithm is heuristic approach which 
inspiration of Newton’s laws of gravity and 
motion [12]. Here agents are taken as objects 
where as their executions are measured by their 
masses. The gravitational force gives rise to an 
attraction and hence causing a global movement 
among all agents approaching in the direction of 
the object of heavier mass representing an optimal 
solution in its domain. In the exploitation step of 
the algorithm the object having heavier mass, 
moves slower than that of lighter mass. In this 
algorithm there are four specifications (i.e. 
position of mass, inertial masses, active and 
passive gravitational mass) for each agent. The 
position of masses corresponding to the solution 
of the problem. However, fitness functions are 
employed to find out the gravitational and inertia 
masses. This shows that, navigation of the 
algorithm is properly adjusted by gravitational and 
inertia masses. Masses are follow the law of 
gravity as well as the law of motion [13-14] which 
are highlighted below. 

3.1 Law of Gravity 

Every particle attracts every other particle in the 
universe with a force varying directly as the 
product of the masses and inversely as the square 
of the distance between them R. As per the 
reference article [14] has been discussed about the 
that R gives the superior result as per the all-
experiment cases as compared to R2 experiment 
performance. 
 

3.2 Law of Motion 

The velocity of any mass is equal to summation of 
the fraction of its preceding velocity and 
acceleration. The acceleration is the ratio of the 
force acted on the system to the mass of inertia. 
In a system having ‘n’ agents, the ith position (X)i  

of an agent is given as 
 

),........,........,( 1 n
i

d
iii xxxX    For i =1, 2…..n        

                             (7)         
d
ix = position of ith agent along dth dimension. 

 
When time = t sec, the force acting on mass ‘i ' 
from mass ‘j’ is given by 
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ajM  = active gravitational mass w.r.t to jth 

agent 

 piM  = passive gravitational mass w.r.t to 
ith agent  
 )(tG  = gravitational constant at time = t 
   = small constant 
 )(tRij  = Euclidian distance between ith 
and jth agents given by- 
 
 

2
)(),()( tXtXtR jiij                  (9) 

 
 
In GSA algorithm it is assumed that the net force 
acting on ith agent in dth dimension is the sum of 
random weights of dth components of forces 
exerted from other agents. Such stochastic 
characteristic is given by- 
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Where,  jr a n d  is the unspecified number which 
belongs to [0, 1]. It is used for providing a 
randomized characteristic to the search process 

)(tad
i is the acceleration of the ith agent in dth 

direction at time = t and is given as  
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Here )(tM ii represents the inertia mass of ith agent 
at time= t. 
The velocity and position of an object are updated 
as 
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Where, irand is the uniform random variable such 
that 0 < randi <1 
At the beginning stage, initialization of 
gravitational constant G  is done.  It is reduced 
with respect to the time for controlling the search 
accuracy which is communicated in terms of G0, t, 
T and   where, G0 = initial value, t = time to 
number of iterations, T= number of iterations, and 
constant  =constant’ given by equation-14. 

 )/(
0)( TteGtG                     (14)  

The Fitness function has employed to evaluate 
Gravitational mass and Inertial masses where a 
heavier masse as calculated by employing the map 

of fitness indicates an efficient agent. It is 
updating  as follows 
          iiipiai MMMM  Where i = 1,2, .. n.                            
               (15) 
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The )(tbest  of the minimization problem is 
represented in terms of fiti (t ) which is 
represented as fitness value of ith agent at time ‘t’ 
 

)(min)(
}...1{

tfittBest j
nj

          (18) 

 
 )(max)(

)...1(
tfittWorst j

nj

                     (19) 

Here decreasing the no. of agents with respect to 
lapse of Eq. (10) and applying the forces of a 
group of agents with higher masses to other, a 
compromise between exploration and exploitation 
can be achieved and GSA performances can be 
improved. At the beginning, trapping in local 
optima can be avoided by using GSA where the K 
best agents attract the other. K best agents represent 
the set of first K agents corresponding to the best 
fitness value and the biggest mass ‘k’. At the 
beginning the preliminary value K0 is taken in the  
time varying function and which will be decreases 
with time.The exploration is made to disappear 
gradually and exploitation is fade into by lapse of 
iterations. However, force is applied by every 
agent at beginning but Kbest linearly decreases 
with respect to time. Finally, force is applied by 
only one agent to other agents and equation-10 is 
modified as  

 
 
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The different steps of the algorithm are 

highlighted as follows- 

Step 1: Identification of search space with 
initialized the agent   
Initilization of ith agent and dth dimenssion of n-
space can be represented as 

),........,........,( 1 n
i

d
iii xxxX   

 

Step 2:   The best finess can be computed in  
each agent  
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The best fitness and worst fitness value of 
fitness compuation are 

)(min)(
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nj



,
)(max)(

)...1(
tfittWorst j

nj



   
 

Step 3: The gravitational constant G can be 
computed  
The graviational constnt G with time ‘t’ can be 
represented as 
G(t)=G0 e (-άt/T)   
 

Step 4: Mass of  agents is updated as 
iiipiai MMMM   Where i=1,2,3---------n 
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Step 5: Acceleration of agents is calculated as                                                            
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Step 6: Velocities and positions of  agents  are 
updated as  
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Step 7: The repeatation of  step-1 to step-6 will 
be continue until iterations maximum limit 
reached  

4. Particle Swarm Optimization 

Algorithm (PSO)  

     PSO is one of the population-based 
optimization techniques under a large category of 
swarm intelligence techniques which is used to 
obtain improved solutions within a less 
computational time in various optimization 
problems. It uses individuals called as particle 
which fly through the search space with a certain 
velocity adjusted according to its flying 
experiences in the light of that of the other 
particles. It makes great efforts to achieve by 
following traits from its successful peers. Every 
particle is capable enough to remember the best 
position in the search space visited by it through 
its memory. The best fitness Position is called P 
best and the overall best position of all the particles 
is called g best. 
Summarization of the search method [16-17] 

 P best and g best agents get closer to the 
global optima gradually by the use of 
different directions in spite of their 
different initial positions. 

 In this method, the modified position 
of the agent being continuous which 
is used for this problem. For applying 
this method to discrete problems, XY 
position and velocity grids will be 
used. 

 The searching procedures being 
consistent the method is easily 
applicable to mixed integer and 
nonlinear optimization problems 
containing state variables in 
continuous and discrete modes along 
with continuous axes, grids for XY 
positions and velocities.  

calculation of velocity and position for each 
particle can done in a modified form by 
considering the current velocity along with the 
distance between Pbest j,g to gbest g as follows [16] 
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Where,  
n represent as no. of particles j (1,2,3….) for a 
particular swarm 

m represented as no. of components of velocity g 
(1,2,3…..) in a particle 
t represented as no. of iterations  

)(
,
t

gj
v = gth component velocity of particle j at 

iteration t, max)(
,

min
g

t
gjg VvV   

w = inertial weight factor 
c1 , c2 = positive constants representing cognitive 
and social acceleration factors respectively and 
which can be find out the relative drag of pbest 
and gbest 
r1 , r2 = random numbers taken in the interval (0, 
1) which can support the  stochastically changing 
these pulls. 

)(
,
t
gjx  = gth component of position of jth particle at 

ith iteration  
jpbest = best fitness position of particle j 

ggbest = best fitness position of the group 
d-dimensional vector xj = (xj,1, xj,2, ……,xj,d) 
represent j-th particle of the swarm with respect to 
velocities vj = (vj,1, vj,2, ……, vj,d)  whose 
preceding position is characterised as pbestj = 

(pbestj, 1, pbestj, 2.........., pbestj,d). Where, gbestg 
represents the index of best particle. In this 
algorithm motion of each particle in the search 
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space is achieved by the velocity with reference to 
its own as well as the best solutions of its 
preceding groups. Velocity updating is done 
through three major parts (e.g. momentum, 
cognitive and social). Performance of this 
algorithm is determined by the balance between 
above parts.  

5.   PID Controller   

PID controller is a versatile and most commonly 
used feedback controller in process industries due 
to its robustness and excellent performance 
against varied dynamic characteristics. It 
comprises with three modes of operations (i.e 
proportional, integral and derivative modes). In its 
P-mode, the actuating signal for control action and 
error signals are proportional where it stabilizes 
the first order unstable process only by reducing 
rise time, provides suitable action to eliminate 
oscillation but, it can’t eliminate the steady state 
error. In its I-mode it avoids large disturbances 
and noises which occurs during the operation and 
leads the steady state error towards zero but 
produces very poor transient response. In its D-
mode it has all the necessary dynamics with faster 
reaction towards the change in controller input by 
which frequency overshoot is reduced resulting an 
improved transient response and hence the 
stability. Thus, the PID controller provides better 
control performance against the variability in 
dynamic performances. Respective area control 
errors (ACE) are taken as controllers’ input 
whereas the controller’s outputs (u1 & u2) are 
taken as the control inputs of the power system 
represented by the following equations. 

TiePFBACEte  1111 )(  (23) 
 
 

TiePFBACEte  2222 )(  (24) 
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KAECKAECKu DP

2
2221222 
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5.1 Objective function 

In this analysis of the work an Integral of Time 
multiplied Absolute Error (ITAE) objective 
function is considered for automatic generation 

control with respect to the performance index, 
specifications and constraints of the entire close 
loop response.  

  dttPFFITAEJ
simt

Tie  
0

21       (27) 

Where, 1F  & 2F = deviations in system 
frequency, TieP = deviation in tie line power flow  

simt = simulation time. 
Sub to 
 maxmin PPP KKK  , 

maxmin III KKK  , maxmin DDD KKK     
  (28) 
 
 
 
The optimum values of the controller parameters 
are selected between the range of -1.0 to1.0 as per 
reference to literature [9]. 

6  Results Analysis  

6.1 Implementation of proposed 

hGSAPSO algorithm 

In this work MATLAB/SIMULINK 
implemented to develop the system. Then 
considering PID controllers in each area 
hGSAPSO program is prepared in m-file. 
With initial parameters of the controllers and 
10 % step load change at area-1simulation is 
done for this model in another m-file and the 
algorithm is applied to the objective. It is 
found that the performance of GSA depends 
upon the control parameter ( ), initial value 
of the gravitational constant ( 0G ), size of the 
population (Np) and iteration number (T). 
PSO optimization technique is applied 
considering cognitive cancelation constant (c1 

=2) and social acceleration factors (c2=2) to 
characterize the puling action of every particle 
approaching P best and G best points. Global and 
local explorations can be balanced by 
selecting a proper value of inertia weight (w) 
to get improved optima with less number of 
iterations. However, values must not be low or 
high by which particles can move towards or 
away from the target region. From the original 
developed data, it is observed that the inertia 
weight (w) decreases from 0.98 to 0.2 linearly 
during a run. The values of C1, C2 and w are 
selected corresponding to  =20, 

0G =100, 
NP=20 and Gmax =200[16]. The system 
configuration of 2.4 GHz and 8 GB RAM 
Intel, i-3core CPU, computer, simulation has 
been done in the MATLAB 7.10.0.499 
(R2010a) environment for 50 runs from which 
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the best solutions are selected as controller 
parameters. For the purpose of fine tuning of 
the best solution of PSO, gravitational search 
algorithm is employed and final parameters of 
the controller found from PSO are considered. 
By considering the two values of GRC taken 
as in this paper is 0.025 and 0.05. With 50 
independent runs conducted by using hGSA-
PSO algorithm to obtained the results are 
given in Table-1along with individual result of 
GSA algorithm for comparison Performances 
of hGSA-PSO based PID controller for ITAE 
objective function in terms of settling time in 
case of variation of frequencies and tie line 
power flow in presence of generation 

constants (GRC= ±0.05 and ±0.025) are 
compared with GSA, BFOA and GA 
techniques [15] which are given in Table 2. It 
is found that, when GRC= ±0.05 the least 
value of ITAE objective through hGSA-PSO 
based PID controller is 0.2819 and the same 
through GSA, BFOA and GA are 0.3165, 
0.4788 and 0.5513 respectively. Similar 
performances are also found when GRC= ±0. 
025.This indicates that, the proposed hGSA-
PSO algorithm achieved better as compared to 
GSA, GA, BFOA techniques.  

 
 

. 
Table 1: PID controller parameters with GSA and hGSA-PSO algorithm 

Controller 
Parameters 

Generation Rate Constant (± 
0.05)    

 Generation Rate Constant (± 0.025) 

GSA hGSA-PSO GSA hGSA-PSO 
Proportional Gain 
(KP) 

0.3064 0.4534 0.3216 0.2788 

Integral Gain (KI) 0.4982 0.6202 0.3239 0.3806 
Derivative Gain (KD) 0.4139 0.4377 0.5436 0.4520 

 
Table 2: Settling times of frequencies and tie line power variation in presence of GRC 

Optimization 
Techniques 

     Generation Rate Constant (± 0.05) Generation Rate Constant (± 
0.025) 

Settling Time in Sec. Objective 
Function(J=ITAE) 

Settling Time in Sec.  
ITAE ∆F1   ∆F2    

∆Ptie 
  ∆F1 ∆F2 ∆Ptie 

hGSA-PSO 2.7 4.6 3.8 0.2819 6.8 5.4 5.9 0.7525 
GSA 3.2 5.3 4.5 0.3165 7.1 5.8 7.4 0.8786 
BFOA   4.7 6.4 5.1 0.4788 9.0 7.9 8.3 1.5078 
GA  6.9 8.0 5.7 0.5513 11.1 11.2 11.0 2.4668 
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The various cases are considered for studying 
the dynamic simulation performances in two 
area power system with variation in step load 
perturbations (SLP) and generation rate 
constants are demonstrated as follows. 
Case 1: Step load change (with saturation limit 

& GRC = ±0.05) for area-1 

The Figure 2-5 show the system responses 
performances at t=0s with 0.1 pu SLP change 
applied to area-1from which dynamic simulation 
of transient performances of hGSA-PSO tuning 
PID controller is found to better as compared to 
GA and BFOA optimized with PID controller in 
term of settling time, overshoot of the transient 
responses in the system. 

 
Fig.2. variation of frequency in area-1 under case-1 

 
Fig.3. variation of frequency in area-2 under case-1 
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Fig.4. variation of tie line power with case-1 

 
Fig.5.ACE-1 under case-1 

Case -2: Step load change (GRC = ±0.05) for area-2 
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The Figure 6-8 shows, the dynamic 
performances of the system at t=0s with10 % 
step load change applied in area-2 from which 
dynamic simulation result of proposed hGSA-

PSO tuning of PID controller is found to 
superior performance as compared to the same 
system using optimization algorithm in GA and 
BFOA with PID tunning control parameters.  

 
Fig.6 Variation of frequency for area-1 under case-2 

 
Fig.7.  Variation of frequency for area-2 under case-2 

 
Fig.8. Variation of tie line power with case-2 

Case 3: Step load change (with saturation limit & GRC = ±0.05) for area-1 and Area-2. 
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The Figs. 9-10 show the dynamic performances 
of the system at t=0s with 10% step load 
increase simultaneously in area-1 and area-2 
from which dynamic simulation performance of 
the anticipated hGSA-PSO optimized PID 

controller is found to give satisfactory and 
robust performances as compared with published 
results of GA and BFOA optimization 
techniques.  

 
Fig.9 Frequency deviation in area-1 under case-3 

 
Fig.10 Frequency deviation in area-2 under case-3 

 
Fig.11 Tie line power deviation under Case-3 
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Case 4: Effect of saturation limit (GRC = 

±0.025) 

In this condition, the Figure 10-12 shows 
the dynamic performances at t=0s with 0.1SLP 
change applied in area-1 with results are 
comparing with GRC as per the case-4 in 

which dynamic performance of the anticipated 
hGSA-PSO tuning PID controller observed 
that it gives the better performance in 
comparison to GA and BFOA tuning 
parameters of controllers of the same structure 
of power system. 

 
Figure-12: Frequency response in area-1 under Case-4 

 
Fig.13 Frequency deviation in area-2 under Case-4  

 
Fig.14 Tie line power deviation under Case-4 
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6.2 Sensitivity analysis 

Robustness of the system with respect to 
changed values of parameters [18-19] and 
operating conditions is studied through 
sensitivity analysis at GRC = ± 0.05 and ± 
0.025 as given in Table-3 and Table-4 which 
provides a better dynamic performance of 
hGSA-PSO optimized PID controller with a 
change of 0.1 SLP in area-1 under variable 
load conditions. The nominal values of load 
conditions and time constants of governor, 
turbine and tie-line power (given in the 

appendix) are changed by steps of 25% in ± 
50% range. ITAE objective values in terms of 
various controller parameters, settling time 
and tie line power deviations of the present 
method is comparing with those of BFOA 
technique used for tuning of PID controller 
under various loading conditions and time 
constants. The potentiality and superiority of 
hGSA-PSO based PID controller is verified in 
real time environment. It is concluded that, the 
strategy is relatively robust and effective for 
providing faster control to the power system. 

Table 3: Sensitivity study considering with GRC = ± 0.05 

Pa
ra

m
et

er
   

va
ria

tio
n 

   
%

 
C

ha
ng

e 

GSAPSO  BFOA [15] 
Tuned Parameter of the 

controller 
Settling time Ts 

second 
 
 
ITAE 

Settling time Ts 

second 
 
 
ITAE KP

 KI KD
 

∆F1 ∆F2 ∆Ptie ∆F1 ∆F2 ∆Ptie 
Nominal 0 0.3722 0.5911 0.4105 2.7 4.5 4.0 0.2766 4.7 6.4 5.1 0.4788 

Lo
ad

in
g 

co
nd

iti
o

n  

+50 0.3711 0.5221 0.4772 2.7 4.0 3.7 0.2755 5.3 7.0 5.8 0.4842 
+25 0.3799 0.5912 0.3997 2.7 4.4 3.9 0.2712 4.8 6.4 5.1 0.4806 
-25 0.3822 0.5987 0.3904 2.7 4.3 3.9 0.2701 4.7 6.2 5.1 0.4735 
-50 0.3706 0.5921 0.4111 2.7 4.2 3.9 0.2771 4.6 6.2 5.1 0.4699 

 
TG 

 

+50 0.3918 0.5901 0.4578 2.7 4.5 4.3 0.2789 4.8 6.8 5.5 0.4760 
+25 0.3882 0.5883 0.4423 2.8 4.3 4.0 0.2691 4.9 6.7 5.5 0.4751 
-25 0.3738 0.5999 0.3991 2.6 4.2 3.9 0.2755 5.5 6.4 5.3 0.4807 
-50 0.3733 0.6067 0.4123 3.3 5.0 4.1 0.2844 5.2 6.5 5.4 0.4843 

TT +50 0.4331 0.5922 0.4474 3.6 5.1 4.2 0.2701 5.0 7.0 5.6 0.4634 
+25 0.3661 0.5905 0.4197 2.7 4.5 4.1 0.2698 4.9 6.8 5.6 0.4709 
-25 0.3678 0.5957 0.4032 2.7 4.2 3.6 0.2744 5.1 6.4 5.2 0.4841 
-50 0.3662 0.5921 0.4093 2.6 4.0 3.3 0.2699 5.2 6.2 5.1 0.4911 

 
T12 

 

+50 0.3771 0.5891 0.4578 3.1 3.7 3.9 0.2700 5.4 6.3 5.4 0.4771 
+25 0.3801 0.6011 0.4128 2.7 4.1 3.7 0.2711 5.5 6.6 5.3 0.4779 
-25 0.3779 0.5993 0.3991 3.6 4.4 4.0 0.2767 3.7 6.5 5.2 0.4750 
-50 0.3655 0.5987 0.4002 5.3 5.1 4.4 0.2789 2.2 6.9 5.6 0.5048 

 

Table 4: Sensitivity study considering with GRC = ± 0.025 

Pa
ra

m
et

er
   

va
ria

tio
n 

   
%

 
C

ha
ng

e 

hGSA-PSO  BFOA [15] 
Tuned controller 

Parameter 
Settling time 

Ts(Sec) 
ITAE Settling time Ts(Sec) ITAE 

KP
 KI KD

 
∆F1 ∆F2 ∆Ptie ∆F1 ∆F2 ∆Ptie 

Nominal 0 0.1786 0.3164  0.4528 6.5 5.2 7.5 0.7405 9.0 7.9 8.3 1.5078 

Lo
ad

in
g 

co
nd

iti
o

n  

+50 0.1789 0.3117 0.4517 7.2     3.8     7.7     0.6537 9.0 7.9 8.1 1.1254 
+25 0.1772 0.3142 0.4542 7.2     4.9     7.6     0.6775 8.9 7.9 8.1 1.1910 
-25 0.1820 0.3155 0.4555 6.6     5.1     7.5     0.7991 8.9 7.9 8.5 1.3502 
-50 0.1883 0.3200 0.4600 6.3     5.3     7.3     0.8878 9.0 7.7 8.6 1.4288 

 
TG 

    

+50 0.1793 0.3273 0.4673 6.6 5.3 7.5 0.8695 7.9 7.4 9.2 1.7988 
+25 0.1777 0.3272 0.4672 6.6 5.3 7.1 0.8249 8.9 7.4 8.6 1.3425 
-25 0.1848 0.3100 0.4500 7.8 3.8 7.6 0.7110 9.1 8.0 8.1 1.1997 
-50 0.1885 0.3100 0.4500 9.5 8.3 7.7 0.9415 9.4 8.1 8.7 1.3011 

TT +50 0.1792 0.3104 0.4504 7.4     5.3     8.1     0.7681 9.2 8.4 7.5 1.3957 
+25 0.1781 0.3157 0.4557 7.1     5.2     7.7     0.7534  9.0 7.4 7.7 1.3071 
-25 0.1786 0.3103 0.4503 7.1     4.2     7.5     0.6649 9.3 8.1 8.4 1.2088 
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-50 0.1787 0.3100 0.4500 7.3     4.3     7.2     0.6825 9.6 8.6 8.3 1.1458 
 

T12 

 

+50 0.1883 0.3161 0.4561 7.0     6.1     9.2     0.9098 8.0 7.6 5.6 1.2758 
+25 0.1791 0.3142 0.4542 6.4     5.4     8.7     0.8370 7.6 7.1 6.2 1.0613 
-25 0.1812 0.3154 0.4514 7.1     4.5     6.8     0.7369 10.4 8.5 9.6 1.4259 
-50 0.1889 0.3000 0.4400 10.5    7.6     7.0     1.1940 11.1 8.2 10.2 2.1568 

 
6.3 Extension of the study to Two area 

with multi sources power system 

with and without GRC 

In this study of the present work is extended 
multi source with two area power system is 
chosen for effectiveness and robustness study 
for the performance of settling time and ITAE 
objective function [18,19-20]. The multi-source 
two area power system model is developed as 
per the given appendix [20]. The anticipated 
model has analyzed effect of settling time in 
presence /absence of generation rate constraints 
(GRC) as GRC which makes the system highly 
non linear at small disturbance in load. The 
proposed method is used for optimization of 
PI/PID controller parameters with/without GRC 
of multi machine power system and it is 
repeated 50 times with 10% step change of load 

demand in area-1 at t=0 sec whose best optimal 
results with respect to least objective value are 
highlighted in table-5. It is also reflected 
performance indices in terms of settling time of 
frequency and tie line power flow deviation and 
errors of ITAE objective are listed in the table-5. 
From figures 16-18 and table-5 the 
outperformance of hGSAPSO optimized PID 
controller in comparison to PI controllers in the 
same power system is highlighted in absence of 
without GRC. The Figure 19-21 shows that 
hGSAPSO optimized PID controller 
outperforms in terms of frequency overshoot, 
settling time, deviations in tie line power flow 
are superior performance as compared with PI 
controller in presence of GRC of the proposed 
power system

. 
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Fig- 15: Transfer function model of the multi-source two area power system 

Table 5: Tuned PI and PID controller parameters and performance index of with/without GRC 
Controller 
Parameter 

PI Controller  
Without GRC 

PI Controller 
with GRC 

PID Controller  
without GRC 

PID 
Controller 
with GRC 

KP1 0.1021 0.0522 1.9911  1.7923 

KP2 -0.6914 -0.3671 -0.5549 -0.3428 

KP3 1.4313 1.2211 1.3001 1.2734 

KP4 -1.6911 -1.236 -1.1110 -0.7821 

KI1 0.7001 0.6401 1.4671 1.551 

KI2 -0.1104 -0.2987 -0.1888 -0.1200 

KI3 0.1282 0.1255 1.8748 0.6766 

KI4 -0.0333 -0.0666 -1.5544 -0.5478 

KD1  0.5978 0.5899 

KD2  0.391 0.3344 

KD3  0.2710 0.3421 

KD4  0.3821 0.2211 

Performance 
Index  

∆F1 ∆F2 ∆Ptie ITAEx10-

3 
∆F1 ∆F2 ∆Ptie ITAEx10-3 

Settling Time 
TS in sec 

without GRC 

6.39 7.88 8.12 433.0 4.21 5.33 5.98 228.5 

Settling Time 
TS in sec with 
GRC 

9.93 10.34 12.95 487.4 8.31 8.41 10.22 889.0 
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Figure-16: Frequency variation of area-1 without GRC 

 

 
Figure-17: Frequency variation response  of area-2 without GRC 

 

 
 

Figure-18: Tie line power deviation without GRC 

WSEAS TRANSACTIONS on CIRCUITS and SYSTEMS 
DOI: 10.37394/23201.2021.20.31

Pabitra Mohan Dash, Asini Baliarsingh, 
Sangram Keshori Mohaptra

E-ISSN: 2224-266X 286 Volume 20, 2021



 

 
Figure-19: Frequency variation response of area-1 with GRC 

 
Figure-20: Frequency deviation response of area-2 with GRC 

 
Figure- 21: Tie line power deviation response in area-1 with GRC 

6. Conclusion 

A   LFC approach towards application of 
hGSA-PSO has been adopted in the proposed 
analysis for tuning controller parameters in 

automatic generation control of two area 
interconnected system is considered. A two-
area single sources of power system are 
considered initially in which PID controller 
parameters are optimized with ITAE objective 
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employing hGSAPSO approach. The 
performances are compared with BFOA and 
GA based techniques in the same realistic 
power system. A sensitivity study is done with 
variation of system parameters at various 
operating conditions. The study is extended 
two-area multi-source system in presence and 
absence of GRC with the proposed control 
strategy in order to demonstrate its ability to 
cope with nonlinear and two area multi-source 
systems with tunning the PI/PID controller 
parameters. The dynamic results reveal that 
the proposed technique with PID controller 
outperforms as compared with PI controller in 
both presence and absence of GRC power 
system in term of settling time of frequency 
and tie line power deviation.    
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