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Abstract: - In the present paper, a chip-level minimum mean-square-error (MMSE) decision-feedback equalizer  

for the downlink receiver of multicode wideband direct sequence code-division multiple access (DS-CDMA) 

wireless communication systems over frequency-selective channels is investigated. Firstly, the MMSE per sym-

bol achievable by an optimal decision-feedback equalizer is derived, assuming that all interchip interference 

(ICI) of the desired user can be eliminated. The MMSE of the decision-feedback equalizer is always less than 

or at most equal to that of linear equalizers. When all the active codes belong to the desired user, the ideal deci-

sion-feedback equalizer is able to eliminate multicode interference and approach the performance of the single-

code case at high signal-to-noise ratio (SNR) range. Secondly, we apply the hypothesis-feedback equalizer or 

tentative-chip decision-feedback equalizer in the multicode scenario. The tentative-chip decision-feedback equ-

alizer outperforms the chip-level linear equalizer and the decision-feedback equalizer that only feeds back the 

symbols already decided. The performance gain increases with SNR, but decreases with the number of active 

codes owned by the other users. When all the active codes are assigned to the desired user, the tentative-chip 

decision-feedback equalizer eliminates the multicode interference and achieves single-user performance at the 

high SNR, similarly, to the ideal decision-feedback equalizer. The asymptotic performance of the decision-feed-

back equalizer is confirmed through the bit error rate (BER) simulation over various channels.    
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1 Introduction 

Multicode direct-sequence code-division multiple-

access (DS-CDMA) technology [1], [2] is the high-

speed and multirate wireless communication scheme 

Multicode DS-CDMA technology separates the data 

symbols of a user into several parallel streams and 

spreads them using different channelization codes. 

Thus, users with heterogeneous data rates can be su-

pported. Multicode transmission has been incorpora-

ted into the five-generation wideband DS-CDMA 

(WDS-CDMA) physical layer standards [3]. 

      In WDS-CDMA wireless communication syst-

ems, the wideband signal incurs significant frequen-

cy-selective fading in multipath wireless channels. 

This frequency-selectivity destroys the orthogonali-

ty of the Wald-Hadamard channelization codes, and 

causes multiuser access interference and multicode 

interference as well. In the downlink channel, the 

multiuser chip signals received by a mobile station 

are synchronous and suffering the same frequency-

selective fading. The channelization codes associa-

ted with a given user are known at the receiver. The-

se unique properties may be exploited to obtain de-

tection techniques with the better performance. 

     It is well-known that the traditional RAKE recei-

ver suffers severely from the multiple access interfe-

rence and multicode interference. On the other hand, 

the chip-level downlink linear equalizer demonstra-

tes the better capability in restoring the orthogonali-

ty of the channelization codes and suppressing the 

multiuser access interference. The employment of 

the linear equalizer in short spreading code systems 

is discussed in [4] and [5], and in systems with a ba-

se station specific long scrambling code is consider-

ed in [6]-[8]. Among these papers, [4], [6], and [7] 

deal with block wise processing, while the rest use 

an equalizer followed by a code correlator and gene-

rate decisions symbol-by-symbol. The advantages of 

these chip-level linear equalizers include that they 

only need the knowledge of the desired user’s chan-

nelization codes, and that their coefficients only ne-

ed to be computed once if the channel is time-inva-

riant. In [9], a generalized RAKE receiver, which is 

equivalent to a fractionally-spaced linear equalizer 
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followed by the code correlator, is proposed to sup-

press both intersymbol interference and multiuser 

access interference. Training-based or blind adapti-

ve linear equalizers have appeared in, for instance, 

[10] and [11]. 

     It has been shown [12], [13] that decision-feed-

back equalizer can further reduce the effect of the 

intersymbol interference in the short code case, 

where the periodic short codes and the physical cha-

nnel form a combined equivalent channel, and the 

decision-feedback equalizer can operate on the sym-

bol level. In the downlink of WDS-CDMA wireless 

communication system, the equivalent symbol-level 

systems are time-varying because of the aperiodic 

long scrambling code. As a result, the decision-feed-

back equalizer has to operate at the chip level. How-

ever, feedback chips cannot be reliably determined 

until the whole symbol has been received. One way 

to solve this dilemma is to only feedback the chips 

of the past symbols of the desired user, which we 

call the past symbol decision-feedback equalizer. 

The past symbol decision-feedback equalizer can-

cels the intersymbol interference caused by the alre-

ady decided symbols, leaving the interchip interfere-

nce caused by the chips in the current symbol intact. 

Another decision feedback method is to apply the 

hypothesis-feedback equalizer [14], which is origin-

ally proposed for the single rate short code case and 

termed the tentative-chip decision-feedback equali-

zer in this paper. The tentative-chip decision-feed-

back equalizer feeds back hypothesized chips, rather 

than actual decisions of multicode symbols of the 

desired user. 

     In this paper, we first analyze the symbol-level 

minimum mean-square-error (MMSE) of an ideal 

chip-level decision-feedback equalizer assuming 

that the interchip interference associated with the 

multicodes of the reference user can be completely 

removed by feeding back all the past chips of the in-

tra user signals. It is found that the ideal decision-fe-

edback equalizer always outperforms the linear equ-

alizer. Furthermore, when the received signal is no-

thing but the multicode signals of the reference user, 

the ideal decision-feedback equalizer is able to eli-

minate the multicode interference and achieves a si-

ngle-code performance at the sufficiently large sig-

nal-to-noise ratio (SNR). We then formulate the ten-

tative-chip decision-feedback equalizer in multicode 

scenario. The simulation of the bit-error rate (BER) 

demonstrates that the tentative-chip decision-feed-

back equalizer does achieve the single-code perfor-

mance at the high SNR range when all the active co-

des are assigned to the reference user. 

     The rest of this paper is organized as follows.The 

system model is described in Section 2. The genera-

lized receiver and its main functioning principles are 

presented in Section 3. The MMSE of the ideal deci-

sion-feedback equalizer is analysed in Section 4.The 

tentative-chip decision-feedback equalizer in multi-

code case is formulated in Section 5, together with a 

brief revisit of past symbol decision-feedback equa-

lizer. Numerical comparisons of the performance of 

different equalizers are contained in Sections 4 and 

5. Conclusions are given in Section 6. 

2 System Model 

Consider the downlink of a single-cell multicode DS 

-CDMA wireless communication system presented 

in Fig. 1. Data sequences are spread by orthogonal 

channelization codes and then scrambled by a scra-

mbling code. Orthogonal variable spreading factor 

[15] codes can adjust spreading factors according to 

users’ data rates. Sometimes multiple channelization 

codes can be assigned to the same user to further in-

crease the data rate. Without loss of generality, we 

assume that all users have the same spreading factor 

cN and some users may be assigned multiple codes. 

Denote active channelization codes as )( j
nc , for ,0n   

1,,1 cN and 1,,1,0  uNj  ,where uN is the nu-

mber of active channelization codes. Throughout 

this paper, it is assumed that the desired user is ass-

igned the first dN codes )( j
nc , 1,,1,0  dNj  . 

     The chip sequence spread by the j-th code is giv-

en by 

           ,2,1,0     , 

1

0

)()()(  




 ncbsx
s

c

N

m

j

mNn

j
mn

j
n         (1) 

where ns is the base station specific scrambling long 

code, )( j
mb is the m-th symbol associated with the j-th 

channelization code, assumed to be binary )1( in 

this paper, and sN is the number of symbols transmi-

tted during a given time window. The data symbols 

of the desired user are serial-to-parallel converted, 

spread by the assigned set of codes, added with chip 

sequences of other users, and scrambled by the long 

code to form the composite multiuser chip signal 

                                






1

0

)(
uN

j

j
nn xx    .                       (2) 

Assume that there is no power control at the base 

station; therefore, the chip signals of all active codes 

have the same energy. 

     Furthermore, three assumptions of the codes and 

symbols are made: 
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 the long scrambling code is assumed to be 

an independent identically distributed (i.i.d.)  

       sequence with unit variance: nmmnssE 
 ][   

       for the convenience of analysis; 

 different channelization codes are orthogon-

al, i.e. 

                     






1

0

)()(
cN

n

kjc
k

n
j

n Ncc   ;                (3) 

 the data symbol associated with the j-th cha-

nnelization code }{ )( j
mb is a zero-mean unit-

variance i.i.d. sequence, and independent 

from data symbols associated with other 

channelization codes: 

                 kjnm
k

n
j

m bbE  ],[ )*()(  .               (4) 

 

Fig.1. Base station transmitter block diagram of the multicode DS-CDMA wireless communication system. 

     

The impulse response of the channel between the 

base station transmitter and the mobile station rece-

iver takes the form: 

                    






1

0

)()(
aN

k

kk tphth    ,                      (5) 

where aN is the total number of multipaths; kh and k  

are the complex fading factor and propagation delay 

of the k-th path, respectively; )(tp  is the transmitter 

pulse shaping waveform, having a square-root rais-

ed-cosine spectrum. Note that the chip energy per 

active code in (1) is normalized to the unit; the actu-

al chip energy is absorbed into channel impulse res-

ponse in (5). A quasistatic channel model is used in 

this paper, i.e., kh ’s are the constant within a time 

slot and Rayleigh fading independently from frame 

to frame. 

     The signal received by the mobile station takes 

the form 

                   
n

cn twNthxty )()()(   ,             (6) 

where cT is the chip period and )(tw is the additive 

white Gaussian noise (AWGN) with zero-mean and 

variance 2
w . In this paper, the channel state inform-

ation, the noise power, and the number of active co-

des are assumed known at the receiver.   

3  Generalized Receiver: Main    

    Functioning Principles 

The generalized receiver is constructed in accordan-

ce with the generalized approach to signal process-

ing in noise [16]-[18]. The generalized approach to 

signal processing in noise introduces an additional 

noise source that does not carry any information ab-

out the parameters of desired transmitted signal with 

the purpose to improve the signal processing system 

performance. This additional noise can be consider-

ed as the reference noise without any information 

about the parameters of the signal to be detected. 

     The jointly sufficient statistics of the mean and 

variance of the likelihood function is obtained under 

the generalized approach to signal processing in noi-

se employment, while the classical and modern sig-
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nal processing theories can deliver only the suffici-

ent statistics of the mean or variance of the likeliho-

od function. Thus, the generalized approach to sig-

nal processing in noise implementation allows us to 

obtain more information about the parameters of the 

desired transmitted signal incoming at the generaliz-

ed receiver input. Owing to this fact, the detectors 

constructed based on the generalized approach to si-

gnal processing in noise technology are able to imp-

rove the signal detection performance of signal pro-

cessing systems in comparison with employment of 

other conventional detectors. 
 

 

Fig. 2.  Generalized receiver. 

     The generalized receiver (GR) consists of three 

channels (see Fig. 2): the GR correlation detector 

channel (GR CD) – the preliminary filter (PF), the 

multipliers 1 and 2, the model signal generator 

(MSG); the GR energy detector channel (GR ED) – 

the PF, the additional filter (AF), the multipliers 3 

and 4, the summator 1; and the GR compensation 

channel (GR CC) – the summators 2 and 3, the acc-

umulator 1. The threshold apparatus (THRA) device 

defines the GR threshold. 

     As we can see from Fig.2, there are two bandpass 

filters, i.e., the linear systems, at the GR input, nam-

ely, the PF and AF. We assume for simplicity that 

these two filters or linear systems have the same am-

plitude-frequency characteristics or impulse respon-

ses. The AF central frequency is detuned relative to 

the PF central frequency.  

     There is a need to note the PF bandwidth is mat-

ched with the transmitted signal bandwidth. If the 

detuning value between the PF and AF central freq-

uencies is more than 4 or 5 times the transmitted si-

gnal bandwidth to be detected, i.e., sf54 , where 

sf is the transmitted signal bandwidth, we can beli-

eve that the processes at the PF and AF outputs are 

uncorrelated because the coefficient of correlation 

between them is negligible (not more than 0.05). 

This fact was confirmed experimentally in [19] and 

[20] independently. Thus, the transmitted signal plus 

noise can be appeared at the GR PF output and the 

noise only is appeared at the GR AF output. The sto-

chastic processes at the GR AF and GR PF outputs 

present the input stochastic samples from two inde-

pendent frequency-time regions. If the discrete-time 

noise ][kwi at the GR PF and GR AF inputs is Gaus-

sian, the discrete-time noise ][ki at the GR PF out-

put is Gaussian too, and the reference discrete-time 

noise ][ki at the GR AF output is Gaussian owing 

to the fact that the GR PF and GR AF are the linear 

systems and we believe that these linear systems do 

not change the statistical parameters of the input 

process. Thus, the GR AF can be considered as a ge-

nerator of the reference noise with a priori informa-

tion a “no” transmitted signal (the reference noise 

sample) [17, Chapter 5].  The noise at the GR PF 

and GR AF outputs can be presented as 

            























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

m
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m
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mkwmgk
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,  ][][][

;  ][][][





              

  

(7) 

where ][mgPF and ][mgAF are the impulse responses 

of the GR PF and GR AF, respectively, and kwi[  

]m is the Gaussian discrete-time noise at the genera-

lized receiver input.  In a general, under practical 

implementation of any detector in wireless commu-

nication system with sensor array, the bandwidth of 

the spectrum to be sensed is defined. Thus, the GR 
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AF bandwidth and central frequency can be 

assigned, too (this bandwidth can-not be used by the 

transmitted signal because it is out of its spectrum). 

The case when there are interfering signals within 

the GR AF bandwidth, the action of this interference 

on the GR detection performance, and the case of no 

ideal condition when the noise at the GR PF and GR 

AF outputs is not the same by statistical parameters 

are discussed in [21] and [22].  

     Under the hypothesis 1H (“a yes” transmitted sig- 

nal), the GR CD generates the signal component 

][][ ksks i
m
i caused by interaction between the model 

signal ][ksm
i , forming at the MSG output, and the in-

coming signal ][ksi , and the noise component ][ksm
i   

][ki caused by interaction between the model sig-

nal ][ksm
i  and the noise ][ki at the PF output. GR 

ED generates the transmitted signal energy ][2 ksi and 

the random component ][][ kks ii  caused by interac-

tion between the transmitted signal ][ksi and the noi-

se ][ki at the PF output. The main purpose of the 

GR CC is to cancel completely in the statistical sen-

se the GR CD noise component ][][ kks i
m
i  and the 

GR ED random component ][][ kks ii  based on the 

same nature of the noise ][ki . The relation between 

the transmitted signal to be detected ][ksi and the 

model signal ][ksm
i  is defined as: 

                             ,   ][ ][ ksks i
m
i                            

 
(8) 

where  is the coefficient of proportionality. 

     The main functioning condition under the GR 

employment in any signal processing system includ-

ing the communication one with radar sensors is the 

equality between the parameters of the model signal 

][ksm
i and the incoming signal ][ksi , for example, by 

amplitude. Under this condition it is possible to can-

cel completely in the statistical sense the noise com-

ponent ][][ kks i
m
i  of the GR CD and the random co-

mponent ][][ kks ii  of the GR ED. Satisfying the GR 

main functioning condition given by (8), ][ksm
i   

][ksi , 1 , we are able to detect the transmitted si-

gnal with the high probability of detection at the low 

SNR and define the transmitted signal parameters 

with the required high accuracy. 

     Practical realization of the condition (8) at   1  

requires increasing in the complexity of GR structu-

re and, consequently, leads us to increasing in com-

putation cost. For example, there is a need to emp-

loy the amplitude tracking system or to use the off-

line data samples processing. Under the hypothesis 

0H  (“a no” transmitted signal), satisfying the main 

GR functioning condition (8) at 1 we obtain on-

ly the background noise ][][ 22 kk ii   at the GR out-

put. 

     Under practical implementation, the real structu-

re of GR depends on specificity of signal processing 

systems and their applications, for example, the rad-

ar sensor systems, adaptive wireless communication 

systems, cognitive radio systems, satellite communi- 

cation systems, mobile communication systems and 

so on. In the present paper, the GR circuitry (Fig.2) 

is demonstrated with the purpose to explain the ma-

in functioning principles. Because of this, the GR 

flowchart presented in the paper should be consider-

ed under this viewpoint. Satisfying the GR main fu-

nctioning condition (8) at 1 , the ideal case, for 

the wireless communication systems with radar sen-

sor applications we are able to detect the transmitted 

signal with very high probability of detection and 

define accurately its parameters. 

     In the present paper, we discuss the GR implem-

entation in the broadband space-time spreading MC 

DS-CDMA wireless communication system. Since 

the presented GR test statistics is defined by the sig-

nal energy and noise power, the equality between 

the parameters of the model signal ][ksm
i and trans-

mitted signal to be detected ][ksi , in particular by 

amplitude, is required that leads us to high circuitry 

complexity in practice. 

     For example, there is a need to employ the ampli-

tude tracking system or off-line data sample proces- 

sing. Detailed discussion about the main GR functi-

oning principles if there is no a priori information 

and there is an uncertainty about the parameters of 

transmitted signal, i.e., the transmitted signal param-

eters are random, can be found in [16], [17, Chapter 

6, pp.611–621 and Chapter 7, pp. 631–695].  

     The complete matching between the model signal 

][ksm
i

and the incoming signal ][ksi , for example by 

amplitude, is a very hard problem in practice becau-

se the incoming signal ][ksi depends on both the fad-

ing and the transmitted signal parameters and it is 

impractical to estimate the fading gain at the low 

SNR. This matching is possible in the ideal case on-

ly. The GD detection performance will be deteriora-

ted under mismatching in parameters between the 

model signal ][ksm
i

and the transmitted signal ][ksi  

and the impact of this problem is discussed in [23]-

[26], where a complete analysis about the violation 

of the main GR functioning requirements is presen-

ted. The GR decision statistics requires an estimati-
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on of the noise variance 2
  using the reference noi-

se ][ki at the AF output. 

      Under the hypothesis 1H , the signal at the GR PF  

output, see Fig. 2, can be defined as 

                        ][][][ kkskx iii   ,                    (9) 

where ][ki is the noise at the PF output and 

                        ][][][ kskhks ii  ,                          (10) 

where ][khi are the channel coefficients. Under the 

hypothesis 0H and for all i and k, the process ][kxi       

][ki at the PF output is subjected to the complex 

Gaussian distribution law and can be considered as 

the i.i.d. process. 

     In the ideal case, we can think that the signal at 

the GR AF output is the reference noise ][ki with 

the same statistical parameters as the noise ][ki . In 

practice, there is a difference between the statistical 

parameters of the noise ][ki and ][ki . How this di-

fference impacts on the GR detection performance is 

discussed in detail in [17, Chapter 7, pp. 631-695] 

and in [23]-[29]. 

The decision statistics at the GR output present-

ed in [19] and [20, Chapter 3] is extended for the ca-

se of antenna array when an adoption of multiple an-

tennas and antenna arrays is effective to mitigate the 

negative attenuation and fading effects. The GR de-

cision statistics can be presented in the following 

form: 


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where 

                       )1(),...,0(  NxxX                      (12) 

is the vector of the random process at the GR PF 

output and GRTHR is the GR detection threshold. 

     Under the hypotheses 1H and 0H when the amplitu-

de of the transmitted signal is equal to the amplitude 

of the model signal, ][][ ksks i
m
i  , 1 , the GR de-

cision statistics )(XGDT takes the following form in 

the statistical sense, respectively: 
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In (13) the term s

N

k

M

i i Eks  


 

1

0 1

2 ][ corresponds to 

the average transmitted signal energy, and the term 

  


 



 


1

0 1

21

0 1

2 ][][
N

k

M

i i

N

k

M

i i kk  is the background 

noise at the GR output. The GR output background 

noise is the difference between the noise power at 

the GR PF and GR AF outputs. Practical implemen-

tation of the GR decision statistics requires an esti-

mation of the noise variance 2
 using the reference 

noise ][ki at the AF output. 

4  Ideal Decision-Feedback Equalizer  

In this section, we evaluate the symbol-level MMSE 

of an ideal chip-level decision-feedback equalizer, 

and compare it with the MMSE of ideal linear equa-

lizer. By ideal, we mean that the receive filters can 

be of infinite length and noncausal.  

   4.1 Solution of Ideal Decision-Feedback  

        Equalizer 

To derive the MMSE of decision-feedback equalizer 

with the ideal receive filters, we assume that the de-

cision-feedback equalizer can always make correct 

decisions on the chips corresponding to the desired 

codes and feed them back. Hence, the post cursor in-

terchip interference caused by the desired codes can 

be eliminated. 

     The receiver structure of the desired user is pre-

sented in Fig. 3. The received signal is first filtered 

by )(tg and then sampled at chip rate. The previou-

sly decided chips are filtered by a discrete-time fil-

ter nf and subtracted from the received samples. The 

resultant chip samples are then despread and descra-

mbled to give the symbol estimates ,,1,0,ˆ )( jb j
m   

1dN , where the notation )( stands for an estimate 

of the quantity in parentheses. 

     The MMSE decision-feedback equalizer is desig-

ned to minimize the following mean-square-error 

       }1,,1,0{     ,  |ˆ| 2)()(  d
j

k
j

k NjbbE   .       (14) 

Since the mean-square-error is independent of the 

channelization code index j, we will focus on the 

mean-square-error associated with the zero-th code. 

     Let 
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where the operator   denotes a convolution. Their 

chip rate samples are defined as 

 

 

 

Fig. 3. Block diagram of the receiver 

              
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

  dnThgnTdd ccn )()()(         (16) 

and )( cn nT  . At this point, we make an assump-

tion that the decisions on past chips of the desired 

user are all correct, whose legitimacy will be clear 

in Section 5.2. With this assumption, the received 

sample at the time 

                                  cc TkqNt )(                     (17) 

takes the form 

     



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The symbol estimate after despreading is 

                


 kqNkkqN

c

q cc
sc

N
b )0()0( 1ˆ   ,             (19) 

where the symbol )( denotes the complex conjuga-

tion. The mean-square-error of decision-feedback 

equalizer is then by definition 
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A straightforward calculation yields 





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c
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0 |)(||1|
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2||
n

nn

c

d fd
N

N
.                   (21) 

It can be immediately concluded from the last term 

in the above equation that the mean-square-error is 

minimized by setting ,2,1,  ndf nn  . 

     The problem now becomes to find )(tg that mini-

mizes 
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The above expression indicates that in the general 

case, under the assumption of perfect past decisions, 

the mean-square error is contributed by both precur-

sors and post cursors in the overall impulse response 

)(td . The receiver of the desired user only feeds 

back the chip signals of dN codes among all uN acti-

ve codes. This is different from the single-user deci-

sion-feedback equalizer case, where the mean-squa-

re-error only consists of precursors in )(td . 

     We now find a precise solution to the problem in 

(22). As shown in Appendix I, using a calculus-of-

variation, we can obtain an integral equation for 

)(tg  


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1

 .       (23) 

Taking complex conjugation of both sides of (23), 

followed by multiplying both sides by )( tkTh c  , 

then integrating from minus to plus infinity over va-

riable t, we can obtain a set of linear equations invo-

lving }{ nd  







1

00

n

nnkukkckc drNddrNrN N  
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)(
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for ,,2,1,0 k where 

                   




   dhkThr ck )()(   .            (25) 

     Let us define the z-transforms of the sequences 

}{ nd and 

}{ nr , respectively, as 

                            

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n
nzdzD )(   ,                  (26) 
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Define 
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
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zRNN

zRN
z

du

u  .            (28) 

Since )(z is a rational valid power spectrum densi-

ty, it has a monic minimum-phase spectral factoriza-

tion [30], written as 

                     )()()( 12  zzz MM   .              (29) 

where 2 is the geometric average [30] of )(z , that 

is  
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 (30) 

and )(zM is a monic, causal, and minimum-phase 

sequence. It is derived in Appendix II that the solu-

tion of (24) in terms of the z-transform of the sequ-

ence 
}{ nd is 
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Conjugating both sides of (23), collecting terms, and 

using the definition of }{ nd in (16),we can obtain the 

forward filter of minimum mean-square-error chip-

level decision-feedback equalizer 


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  ,    (32) 

where )(t is the Dirac delta-function. From (32), 

the forward filter of the receiver consists of a match-

ed filter and a non-causal chip rate tapped-delay line 

filter. 

     From the optimum receiving filter, we now obta-

in the minimum mean-square-error. Multiplying 
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both sides of (32) by )(tg and integrating from   

to  , we have 


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Substituting (33) into (22), we get a formula for the 

minimum mean-square-error 

 01)( dNMMSE dDFE  
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 ,         (34) 

where we have used the notation )( dDFE NMMSE to 

emphasize the dependence of MMSE on dN . It is 

proved in Appendix III that )( dDFE NMMSE is a non 

-increasing function of dN . This is because with 

more active codes belonging to the desired user, the 

receiver can cancel more interchip interference and 

get a smaller minimum mean-square-error. 

     It can be shown that )( dDFE NMMSE increases 

with the number of active codes uN . However, 

)( uDFE NMMSE approaches )1(DFEMMSE as the SNR 

increases. To see this, evaluating (23) with du NN  , 

where cu NN 1 and 1 du NN , respectively, we 

have  
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and 
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From (35) and (36) 

                        1
)1(

)(
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 .            (37) 

     In other words, when all the active channelizati-

on codes belong to the reference user, the ideal deci-

sion-feedback equalizer approaches single-code per-

formance in high SNR range. That means the ideal 

decision-feedback equalizer can asymptotically eli-

minate multicode interference. Meanwhile, it is no-

ticeable that some interchip interference still exists 

at the output of the ideal decision-feedback equali-

zer, even in the single-code case. This is because the 

feedback filter only cancels the post cursors intersy-

mbol interference or interchip interference, and the 

forward filter seeks a trade off between precursor 

supperssion and noise amplification. Therefore, the 

precursor is not eliminated, but largely suppressed. 

4.2 Comparison with Ideal Linear Equalizer 

To compare the chip-level decision feedback equali-

zer and linear equalizer we define 
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and its arithmetic average [30] 
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Similarly, to the derivation of the decision feedback 

equalizer, the symbol-level minimum mean-sqaure 

error of the chip-level linear equalizer can be presen-

ted in the following form 
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c
LE

NN

N
MMSE




)1(1
1

2
 .       (40) 

We next show that the following relationship always 

holds: 

                      )1(DFELE MMSEMMSE   ,             (41) 

i.e., even if only one active code is associated with 

the desired user, the decision feedback equalizer is 

still better than the linear equalizer. At 1dN , )(z  

in (28), and )(z in (38) are related by )(1)( zz  . 

Therefore, 

      
uc

c
DFE

NNz

N
MMSE




))(1(1
)1(

G

 .  (42) 

For any valid power spectrum density function )(z , 

we have [30] 

                            
AG

)()( zz   .                 (43) 

Now, comparing (40) and (42), it is easy to show 

that (41) holds. 

  4.3 Numerical Results 

In this section, we compare the minimum mean-squ-

are error of the ideal decision feedback equalizer 

with that of the linear equalizer and RAKE receiver 

through numerical results. For fairness, the RAKE 

receiver is scaled by a scalar that is chosen to mini-

mize the symbol-level mean-squared error. We first 

consider a fixed channel [31]. In the notation defi-
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ned in (5), the channel has 5aN multipaths, with 

the propagation delay 4,,1,0,  kkTck and khk ,   

4,,1,0  , as shown in Fig. 4. The chip period is cT  

26.0 μs [3], and the roll-off factor of the square-

root raised-cosine waveform )(tp is 0.22 [18]. Thro-

ughout the numerical example in this paper, the 

spreading factor is 4cN . Two cases of active code 

number are shown in Fig. 5: at 4uN we compare 

)1(, DFELE MMSEMMSE , and )4(DFEMMSE ; at uN   

1 , we show )1(DFEMMSE . Here, SNR per symbol is 

defined as      

      
0

22
)0()0( )(

N



 k

cmNnnmc kThEcsbEN

SNR
c

 .     (44) 

 

Fig. 4. Fixed channel. 

 

Fig. 5. Comparison of the minimum mean square error 

for: 1- RAKE receiver; 2- linear equalizer; 3- decision fe-

edback equalizer: 4,1dN . 

      The large gap between )4(DFEMMSE  and 

)1(DFEMMSE , or LEMMSE reveals the decision feed-

back equalizer’s ability to suppress the multicode in-

terference when the desired user has multiple active 

codes. As SNR increases, the curve for )4(DFEMMSE  

when 4uN approaches the curve for )1(DFEMMSE  

at 1uN , which confirms our asymptotic analysis. 

Meanwhile, the RAKE receiver shows a high error 

floor compared with all equalizers. 

 

     Figure 6 demonstrates the impact of uN  on the 

minimum mean-squared error. In the case of the de-

cision feedback equalizer, dN is fixed to be one. 

From Fig. 6, when the desired user has only one ac-

tive code, the performance advantage of the decision 

feedback equalizer over the linear equalizer decrea-

ses as the number of active codes (users) increases. 

This is because the decision feedback equalizer lea-

ves the interchip interference of the other users’ chip 

signal intact and the multiple access interference be-

come dominant interference source. The RAKE re-

ceiver has an error floor even when 1uN , showing 

that the RAKE is sensitive to intersymbol interferen-

ce or interchip interference. 

 

Fig.6 . Comparison of the minimum mean squared error 

for 4 and 2,1uN , 1dN ; 1 - RAKE receiver; 2 - linear 

equalizer; 3- decision feedback equalizer. 

Table I.  Universal mobile telecommunication system 

indoor office channel B tapped-delay-line parameters 

Relative Delay 

(ns) 

0 100 200 300 500 700 

Average Power 
(dB) 

0 -3.6 -7.2 -10.8 -18.0 -25.2 

 

     Figure 7 demonstrates the performance of the de-

cision feedback equalizer averaged over 1000 rand-

om realizations of universal mobile telecommunica-

tion system indoor office type B channels [19], who-

se tapped-delay-line parameters are tabulated in Ta-

ble I. Here, the number of multipaths aN and path 

delays 1,,1,0,  ak Nk  are the set according to 

[19], while the fading factors 1,,1,0,  ak Nkh  are 

the Gaussian random variables with the zero mean 
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and variance equal to the average power of each tap 

as specified in [19]. The number of active codes is 

4uN . From Fig. 7 we see that when the SNR is 20 

dB, )4(DFEMMSE is 1.9 dB smaller than LEMMSE . 

 

 

Fig.7 . Comparison of the minimum mean squared error 

for: 1 - RAKE; 2 - linear equalizer; 3 - decision feedback 

equalizer 4,1dN over the universal mobile telecommu-

nication system indoor office type B channels.  

5  Tentative Chip Decision Feedback  

    Equalizer  

5.1 Receive Generalized Receiver Output 

The received signal passes through the generalized 

receiver, in which the GR PF is matched with )(tp . 

The output of the generalized receiver takes the fol-

lowing form 

 
n

c
m

n nTtstxty )(ˆ)(2[)(  

                    )](ˆ)()( tnTtxtx ncn    ,             (45) 

where 
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A discrete-time channel model can be obtained by 

sampling the signal )(ty at twice the chip rate, yield-

ing 
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where T)( denotes transposition of matrix. It will be 

convenient to define the received signal vector ny of 

length gN2 , where gN is the length of the forward fi-

lter for each oversampling polyphase 

 .]1[]1[][ }{ TT
g

TT
n Nnnn  yyyy  (54) 

Then, the channel input-output relationship can be
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Fig.8. Tentative chip decision feedback equalizer:   12 dN
. 

expressed as 

                      nnnnn ςxxxSy
m  2  ,              (55) 

where m
S is the )1(2  LNN gg convolution mat-

rix and nx is the vectorized synchronous multiuser 

chip signal  
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               T
NLnnnn g

xxx ]         [ 21  x ;           (57) 

      
TT

g
TT

n Nnnn }{ ]1[      ]1[   ][  ςςςς    (58) 

and L is the channel length with contribution of both 

channel span and raised-cosine waveform extension. 

5.2 Tentative Chip Decision Feedback   

      Equalizer 

The architecture of the tentative chip decision feed-

back equalizer is presented in Fig. 8 in the form of 

matrix computations. Compared with [14], we use 

multiple hypothesis feedback branches to account 

for combinations of multiple codes. The received si-

gnal vectors are stacked to form the block Toeplitz 

matrix 

 ]         [ 1)1(1 DNqDqNDqNDqN cccc   yyyY  ,  (59) 

where D is the estimated system delay. The output 

of the forward filter takes the following form 

                               DqN
H
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 Ygx                      (60) 

where 

                       T
Ng

ggg ]         [ 1210  g              (61) 

is the forward filter of length gN2 and H)( denotes 

the Hermitian transformation of matrix. The cN1  

vector qx is the estimate of the multiuser chip signals 

in the current thq symbol interval, i.e., 1 [ cc qNqN xx  

] 1)1(  cNqx , but still contains the interference from 

the post cursors of previous chips. 

        The decision-feedback signal can be divided 

into two parts: post cursor chips of previous symb-

ols and the chips of current symbols, respectively. 

For the first part, the cf NN  Toeplitz matrix qL co-

nsisting of chips of previously decided symbols is 

formed 
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Then the post cursors of previous symbols are filter-

ed by the feedback filter, and cancelled from the re-

ceived signal by the subtractor shown in the first sta-

ge in Fig. 8 

                             q
H

qq Lfxx ~  ,                     (63) 

where 
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                        T
N f

fff ],,   [ 110  f                  (64) 

is the feedback filter of the length fN . 

     The difficulty of cancelling post cursors of curr-

ent symbols lies in the fact that the current symbols 

are still unknown at the time of feeding back; howe-

ver, it can be overcome by the fact that the symbol 

alphabet is finite. For example, with the binary pha-

se-shift keying modulation, the symbols are the bi-

nary-valued 1j
qb .For dN current symbols, the nu-

mber of all possible combinations is dN
2 . We can 

construct post cursors corresponding to all these co-

mbinations of current symbols, feed them back in 

parallel branches, subtract them from received sig-

nals separately, and despread the outputs of these 

subtractors. Then, a decision device can be designed 

to choose the most probable assumption of the curr-

ent symbols. The above discussion can be mathema-

tically elaborated as the following.  

     Define a vector containing the current symbols of 

the desired user 

                   TN
qqqq

dbbb ]      [
)1()1()0( 

 b  .            (65) 

Denote all possible values of the vector qb as  

        TN
qqqq kbkbkbk d )](    )(  )([)(

)1()1()0( 
 b      (66) 

where 12,,1,0
2

 dN
k  .Let j

kc be the spreading and 

scrambling sequence for the q-th symbol of the j-th 

active code 

  T
Nq

j

NqN
j

qN
jj

k cccc
scscsc ]      [ 1)1(

)(

11
)(

1
)(

0
)(

 c .  (67) 

Stacking the dN code sequences into one matrix, we 

get 

                      ]      [
)1()1()0( 

 dN
qQqq cccC   .           (68) 

For each assumed 12,,1,0),(
2

 dN
k kk b , we con-

struct the Toeplitz matrix 








1

0

)( )()(
dN

j

j
qq kbkU  

           

































00

00

0

)(
0

2)1(
)(

2

)(
0

c

ccc

qN
j

Nq
j

NqN
j

sc

scsc

,      (69) 

whose m-th column, 1,,1.0  cNm  , is compress-

ed of m chips of multicode signals immediately pre-

ceding the m-th chips of the current symbols. 

     The post cursors are cancelled by filtering )(kqU  

with the feedback filter f and subtracting the result 

from qx~ . After despreading, an estimate of the vect-

or qb based on the assumption )(kqb is given by     

T
qq

H
qcq kNk ]))(~)[(1()(

~  CUfxb  

 T
qq

H
q

H
DqN

H
c kN

c
]))()[(1( 

  CUfLfYg . (70) 

     Given
1

2,,1,0),(
~ 

 dN
q kk b , the decision device 

has to decide on )(ˆ kqb , the estimate of qb . Of the 

outputs of dN
2 second-stage subtractors, only one of 

them corresponds to a correct assumption, and is 

free of the intersymbol and interchip interferences 

generated by the post cursors chips of the reference 

user, while the assumptions of the other subtractors 

are erroneous in at least one symbol. Since an erro-

neous assumption in )( j
qb simply doubles the inter-

chip interferences generated by the j-th code in the 

outputs of some subtractors, the Euclidean distance 

between the assumption-estimate pair )(kqb  and 

)(
~

kqb is in general minimized if the assumption is 

the correct one. Therefore, a minimum-distance rule 

is used by the decision device 

                              )()(ˆ
0kk qq bb   ,                    (71) 

where 

1
0 2,,1,0  ||,)(

~
)(||minarg


 dN

qq
k

kkkk bb , (72) 

where ||||  denotes the Frobenius norm. 

     From the above discussion, among all the bran-

ches feeding back the post cursor chips of the curr-

ent symbols, one and only one of them corresponds 

to the actual current symbols. The equalizer coeffi-

cients are designed to minimize the mean square er-

ror between the outputs of this branch’s despreading 

devices and the actual symbols. This explains the as-

sumption that the decisions on past chips are all cor-

rect in Section 4.1. 

     We now derive the discrete-time finite impulse 

response forward filter coefficients ng and the feed-

back filter coefficients nf by assuming that qb̂ corres-

ponds to the correct decision, i.e., qqq k bbb  )(ˆ
0 . 

Denote the output of the 0k -th second-stage subtra-

ctor by qx̂ , then     

                        )(~ˆ
0kq

H
qq Ufxx   .                  (73) 
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The design criterion is to minimize the symbol-level 

mean square error (MSE) given by 

                 
2

)0()0( ˆ)1(


 qqcq NbEMSE cx ,          (74) 

where we focus on minimizing the mean square err-

or of the zero-th active code. In fact, the filter coeff-

icients are independent of any specific choice of co-

de matrix. From (74) we get 

DqN
H

cq c
NbEMSE  Yg[)1()0(

 

                    
2

)0(
0 )](



 qq
H

q
H k cUfLf ,             (75) 

or 

2

)0(

0

)0(

)(

1





































q
qq

DqN

c

H

q kN
bEMSE c c

UL

Y

f

g
. 

(76) 

Define an augmented coefficient vector for the deci-

sion feedback equalizer as 

                                    











f

g
ω                          (77) 

and the vector 

                      














 )0(

0 )(

1
q

qq

DqN

c
kN

c c
UL

Y
ξ  .          (78) 

Then, the symbol-level mean square error becomes 

2
)0(

ξω
H

qbE   

    αΦααΦωΦαΦω
111 1)()(   HH  ,   (79) 

where 

                                }{ )0(
ξα



 qbE                        (80) 

and 

                              }{ HE ξξΦ   .                         (81) 

Thus, the optimal decision feedback equalizer coef-

ficients that minimize the mean square error are 

                               αΦω
1                               (82) 

and the minimum mean square error 

                       αΦα
11  HMSE .                      (83) 

From (77) and (82) we get the decision feedback eq-

ualizer coefficients as follows: 

 ww
H
DDuc

H
uc NNNN RhhHHg   11)(  

                       D
HH

DDdN HeHJHJ
1

  ,              (84) 

                            gHJf
HH

D  ,                           (85) 

where 

                             





















0

w

0

J k

ND

D

f)1(

                    (86) 

is the fg NLN  )1( matrix; De is the vector with 

one on the )1( D -th position and zeros on all the 

other positions; 1Dh is the )1( D -th  column of H ; 

                             }{ H
kknn E wwR                      (87) 

is the autocorrelation matrix of the noise vector kw ; 

mI denotes the mm identity matrix; nm0 represents 

the nm all-zero matrix. Let A  be the alphabet of 

source symbols and || A  be its size. The complexity 

of tentative chip decision feedback equalizer is rou-

ghly proportional to dN
|| A . Thus, the tentative chip 

decision feedback equalizer is more appropriate for 

small alphabet and small dN .  

5.3 Past Symbol Decision Feedback Equali-       

      zer 

Here we also list the expression of filter coefficients 

of the past symbol decision feedback equalizer. 

When only the past symbol decisions are fed back, 

the symbol-level mean square error has a similar 

form to that in (76) 

  

2

)0()0( 1




































q
q

DqN

c

H

q
c

N
bEMSE c

L

Y

f

g
.   (89) 

Here, qL appears in place of )( 0kqq UL  in (76), i.e. 

only the contribution of already decided symbols re- 

mains. It follows that 

 H
DDucc

H
ucc NNNNNN 11

22 )(  hhHHg  

            D
HH

DDdwwc NN HeHJJHR
1

  ;          (90) 

the matrix f is given by (85); 

                        





















0

Λ

0

J
fND

D

)1(

 ;                       (91) 

   




 


otherwise   },,,,,2,1{ 

   if               },,,2,1{ 

fc

cff

NNdiag

NNNdiag




Λ  (92) 
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is the ff NN  diagonal matrix. 

5.4 Simulation Results 

The BER performance of the tentative chip decision 

feedback equalizer is simulated and compared with 

the linear equalizer and past symbol decision feed-

back equalizer. In the simulated wideband CDMA 

forward link of wireless communication system 

[18], the chip rate is 3.84 MHz or 26.0cT  μs, and 

the roll-off factor of raised-cosine waveform is equ-

al to 0.22. The scrambling long code is the quaterna-

ry phase-shift keying (QPSK) sequence of length 

38400 generated according to [3]. The channelizati-

on codes are Walsh-Hadamard codes. The spreading 

factor is 4cN . The data symbols are the binary 

phase-shift keying, for the sake of simplicity, altho-

ugh QPSK is used in the standard [3]. When compu-

ting the coefficients for all equalizers, the system 

delay D was chosen to minimize the corresponding 

mean square error. 

     For the fixed channel shown in Fig. 4, the BER 

versus SNR achieved by the linear equalizer, past sy-

mbol decision feedback equalizer and tentative chip 

decision feedback equalizer is shown in Fig. 9 when 

1dN and uN varies between 1 and 4. For both deci-

sion feedback equalizers the length of forward filters 

is 57 for each oversampling polyphase, same as the 

length of the linear equalizer. The length of the for-

ward filters and the linear equalizer is chosen in 

such a way that no further performance improvem-

ent can be observed by increasing the length. The 

length of the feedback filters is 4, equal to the num-

ber of chips of the channel spans. Two decision ru-

les of the tentative chip decision feedback equalizer 

are presented. The tentative chip decision feedback 

equalizer 1 corresponds to the decision rule given by 

(72), while the tentative chip decision feedback equ-

alizer 2 stems from the following minimum-distance 

rule: 

    



















.12,,1,0 

,||)()(~||minarg 

),(ˆ 

0

0

dN

qqq
H

q
k

qq

k

kkk

k



2
bCUfx

bb

  (93) 

i.e., the decision symbol vector minimizes the dista-

nce between the estimated chips and the desired us-

er’s chips of the current symbol. Although it seems  

that the decision feedback equalizer coefficients 

should be designed to minimize the chip-level mean 

square error for this decision rule, our numerical re-

sults reveal that the BER curves of the decision feed-

back equalizer minimizing the chip-level and symb-

ol-level mean square error, respectively, crisscrosses 

each other in the interested SNR range. Therefore, 

we apply the decision rule in (93) without deriving a 

new set of decision feedback equalizer coefficients. 

It is notable that for the past symbol decision feed-

back equalizer and linear equalizer the decision 

rules in (72) and (93) are equivalent. 
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Fig. 9. BER of different equalizers over a fixed channel, 1dN  while uN varies: a) 1uN ; b) 2uN ; c) 4uN ; 1 – 

linear equalizer; 2 – past symbol decision feed-back equalizer; 3 – tentative chip decision feedback equalizer – decision 

rule (72); 4 – tentative chip decision feedback equalizer – decision rule (93); 

 

      From the figure, both the past symbol decision 

feedback equalizer and the tentative chip decision 

feedback equalizer outperform the linear equalizer, 

but the advantage diminishes as the number of acti-

ve codes increases. This is because the decision fe-

edback equalizers only suppress the intersymbol in-

terferences and the interchip interferences contribu-

ted by the other users when the number of active us-

ers is large. It is also shown that the tentative chip 

decision feedback equalizer performs better than the 

past symbol decision feedback equalizer, although 

the difference between the two decision feedback 

equalizers gets smaller as the number of active users 

increases. Apparently, the decision rule given by 

(93) is better than one given by (72) for the tentative 

chip decision feedback equalizer. In the remaining 

numerical examples, the tentative chip decision fe-

edback equalizer assumes the decision rule given by 

(93). 

     Figure 10 demonstrates the BER curves when dN    

4 uN . All other settings are the same as in Fig. 

9. The BER curve for the tentative chip decision fe-

edback equalizer with 1 ud NN is also shown in 

Fig. 10. It can be seen that the tentative chip decisi-

on feedback equalizer has a much smaller BER than 

the linear equalizer and past symbol decision feed-

back equalizer for the simulated SNR range. There is 

no much difference between the performance of the 

past symbol decision feedback equalizer and the li-

near equalizer for the medium SNR range, which de-

monstrates that the intersymbol interference in the 

current symbols is really limiting the accuracy in the 

decision. 

 

Fig.10. BER of different equalizers over a fixed channel. 

4 du NN ;1 – linear equalizer; 2 – past symbol deci-

sion feed-back equalizer; 3 – tentative chip decision feed-

back equalizer; 4 – tentative chip decision feed-back equ-

alizer ).1(  ud NN  

     Figure 11 presents the BER simulated on univer-

sal mobile telecommunication system indoor office 

type B channels. The BER is averaged over 1000 ra-

ndomly generated channels. The length of the linear 

equalizer and the forward filters of decision feed-

back equalizers are 57. The length of the feedback 

filters of both decision feedback equalizers is set to 

be 16, which is slightly larger than the channel span 

(three chips) plus the extension of the raised cosine 

waveform (six chips at each side). Also, the BER cu-

rves of the tentative chip decision feedback equali-

zer in the case of 1uN are presented. Similarly to 

Fig. 9 the tentative chip decision feedback equalizer 

has the best performance among all three equalizers. 

At the high SNR the tentative chip decision feedback 

equalizer reaches the single-user or code performan-
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ce, which agrees with our asymptotic minimum me-

an square analysis in the last section. 

     The channels considered above have a span that 

is comparable to the symbol period. When the chan-

nel span is much larger than the symbol period, pre-

cursor and post cursor intersymbol interferences ac-

count for most part of degradation, while the effect 

of interchip interferences is relatively insignificant. 

Thus, the performance advantage of the tentative 

chip decision feedback equalizer over the past sym-

bol decision feedback equalizer is expected to decre-

ase as the channel span increases. On the other hand, 

when the channel span is much smaller than the sy-

mbol period, the linear equalizer might be enough to 

counter the effect of multipath, and the complexity 

of the decision feedback equalizer can be spared. 

 

Fig.11. BER of different equalizers over universal mobile 

telecommunication system indoor office type B channels. 

4 ud NN ;1 – linear equalizer; 2 – past symbol deci-

sion feed-back equalizer; 3 – tentative chip decision feed-

back equalizer; 4 – tentative chip decision feed-back equ-

alizer ).1(  ud NN  

6  Conclusions 

In the present paper, we analyzed the performance 

of the ideal decision feedback equalizer that can eli-

minate the interchip interference caused by the desi-

red user’s chip signals. We then apply the tentative 

chip decision feedback equalizer in the multicode 

situation to tentatively feed back all possible combi-

nations of the current symbols of the desired user. In 

all cases, the tentative chip decision feedback equa-

lizer performs better than the linear equalizer and 

the past symbol decision feedback equalizer. When 

the desired user owns all active codes, the tentative 

chip decision feedback equalizer asymptotically 

eliminates the multicode interference and approach-

es the single-user or code performance, similarly to 

the ideal decision feedback equalizer. The performa-

nce is demonstrated through the BER simulation ov-

er various channels. 

 

Appendix I: Proof of (23) 

     Since the mean square error of decision feedback  

equalizer DFEMSE is a functional of )(tg , we denote 

it as )(gMSEDFE here. We now write (23) in detail 

    dsshsgdhggMSEDFE )()()()()(   

    1)()()()(  dhgdhg  

 )()()(
1
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c

NNdgg
N

 
 N  

 
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 
1

)()()()(
n

cc dssnThsgdnThg   
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

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 







n

ccu dssnThsgdnThgN   

(94) 

The Gateaux variation [21] of )(gMSEDFE with reg-

ard to g is 

0

)([
)],([










 








d

gMSEd
gMSE DFE

DFE  

                         )(~)( Re2   dg  ,                (95) 

where )(t is the arbitrary function; )Re( means the 

real part of the quantity in parentheses; 

)()()()()(~ thdhgthtg  
   





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

1

0 )()()(
1

n

cdu

c

TnThNNtg
N

N  






 
1

)()()(
n

cuc tnThNdnThg   

                        dnThg c )()(                    (96) 

and we have assumed that is real without loss of 

generality. A necessary condition for optimal )(tg to 

satisfy is that 

                    .    ,0)],([  gMSEDFE              (97) 

Thus, one solution is 0)(~ tg , which implies (23). 

WSEAS TRANSACTIONS on CIRCUITS and SYSTEMS 
DOI: 10.37394/23201.2022.21.23 Vyacheslav Tuzlukov

E-ISSN: 2224-266X 218 Volume 21, 2022



 

 
 

Appendix II: Proof of (31) 

Perform the z-transform of both sides of (24), and 

we get 

 )]()[()()]([)( 0 zDzRNzDNNzRN dduc N  

                         )()( 0 zRdNN uc   ,                   (98) 

where 

                        



 

0

)]([
n

n
nzdzD .                    (99) 

For the sake of clarity, we denote the optimal soluti-

on in (31) as )(
~

zD , which will be shown to be a so-

lution of (98) . Since )(z is the valid power spectr-

um and can be expressed in the following form 

)1()(1
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 zz
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d MM
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(100) 

dividing both sides by )1(2  zM we obtain 
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Comparing with (31), we see that )(
~

zD can be expre-

ssed in the following form 
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Since )(zM is causal and )1(  zM is anti-causal, 

both of them being monic, it follows that 
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and 
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Substituting (31), (103), (104) into the right-hand si-

de of (98), it is easy to show that the equation holds. 

Appendix III: Proof of the Nonincrea-

sing Property of )( dDFE NMMSE  

Inspecting (34), we see that the only thing that dep-

ends on dN is the term )](11[ 2
dd NN  , where we 

have used the notation )( dN to emphasize the depe-

ndence of on dN . To show that )( dDFE NMMSE is 

nonincreasing as dN increases, we only need to show 

that )](11[ 2
dd NN  is nonincreasing with dN . To 

achieve this, we form the following difference: 
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

GG
 ,     (106) 

Since )(z is the valid power spectrum density, it 

follows from [22] that 

                       1)(1)(  GG zz  .              (107) 

Thus, the nonincreasing property of )( dDFE NMMSE  

is proven.  
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