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Abstract: - This paper assumes each user has more than one queue, derives a new packet dependent 

proportional fairness power allocation pattern based on the sum of weight capacity and the packet’s priority in 

users’ queues, and proposes 4 new schemes of cross-layer packet dependent OFDM scheduling for 

heterogeneous classes of traffic based on proportional fairness. Scenario 1, scenario 2 and scenario 3 lead 

respectively artificial fish swarm algorithm, self-adaptive particle swarm optimization algorithm and cloud 

adaptive particle swarm optimization algorithm into sub-carrier allocation in packet dependent proportional 

fairness scheduling, and use respectively new power allocation pattern, self-adaptive particle swarm 

optimization algorithm and population migration algorithm to allocate power. Scenario 4 uses greedy 

algorithm concerning fairness to allocate sub-carriers, and uses new power allocation pattern to allocate power. 

Simulation indicates scenario 1, scenario 2 and scenario 3 raise the system’s total rate on the basis of 

undertaking the fairness among users’ rates and average packet delay; scenario 4 not only meets the demands 

of users’ rates and average packet delay, but also improves the fairness among users’ rates. 

 

Key-words: - Multi-user OFDM; Scheduling; Proportional fairness; Swarm intelligence algorithm; Artificial 

fish swarm algorithm; Particle swarm algorithm; Population migration algorithm 

 

1 Introduction 

OFDM is one of the main techniques in the future 

telecommunication system. Scheduling is a 

technique which supports multi-user data 

transferring, which provides a mechanism among 

users competing resource, make users visit fairly 

the shared resource, and improve the total rate of 

system according to the requirement of users’ QoS 

in base station.  

Hopfield neural network algorithm is used to 

solve the problem of minimizing the transmitted 

power in [1]. Game theory is used to solve the 

problem of maximizing the total system’s rate in [2]. 

Hopfield neural network algorithm is used to solve 

the problem of maximizing the total system’s rate in 

[3]. A packet dependent scheduling scenario, which 

is for multi-queues and multi-users under 

heterogeneous traffic in [4], arranges weight for 

each packet in users’ queues, and maximizes the 

total rate of system.  However,  the  above 

document doesn’t take the fairness among users’ 

rates into consideration. The problem of 

maximizing the total rate of system which premises 

keeping the fairness among users’ rates is solved in 

[5]. 

Intelligence algorithm is a new evolutionary 

computation technique which includes Hopfield 

neural network algorithm, game theory, particle 

swarm algorithm, artificial fish swarm algorithm 
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and population migration algorithm etc. The 

resource scheduling of OFDM is the problem of 

multi-knapsack. Artificial fish swarm algorithm is 

used to solve the problem of multi-knapsack in [6]. 

Artificial fish swarm algorithm is used to solve the 

problem of adaptive resource allocation in 

multi-user OFDM system in [7]. The particle swarm 

algorithm is introduced to the sub-carrier allocation 

in OFDMA system in [8], which minimizes the total 

transmitted power. The particle swarm algorithm is 

used to optimize the power allocation in OFDMA 

system in [9]. Self-adaptive particle swarm 

algorithm in [10], cloud particle swarm algorithm in 

[11] and population migration algorithm in [12] 

aren’t yet used to solve the problem of resource 

scheduling in OFDM system. 

We suppose that each user has multiple queues 

in the paper; learn from the sum of weight capacity, 

the packets weight in users’ queues and the 

proportional fairness among users’ rates; infer a 

new packet dependent proportional power 

allocation pattern; and propose 4 new schemes of 

packet dependent OFDM scheduling for 

heterogeneous classes of traffic based on proportional 

fairness. These schemes provide packets of different 

type in users’ queues different weight; they maximize 

the sum of weight capacity on the condition that 

keeping the proportional fairness among users’ rates. 

In packet dependent OFDM scheduling based on 

proportional fairness, scenario 1, scenario 2 and 

scenario 3 lead respectively artificial fish swarm 

algorithm, self-adaptive particle swarm 

optimization algorithm and cloud adaptive particle 

swarm optimization algorithm into sub-carrier 

allocation in packet dependent proportional fairness 

scheduling, and use respectively new power 

allocation pattern, self-adaptive particle swarm 

optimization algorithm and population migration 

algorithm to allocate power; scenario 4 uses greedy 

algorithm concerning fairness to allocate 

sub-carriers, and uses new power allocation pattern 

to allocate power. Simulation indicates scenario 1, 

scenario 2 and scenario 3 raise the system’s total rate 

on the basis of undertaking the fairness among users’ 

rates and average packet delay; scenario 4 not only 

meets the demands of users’ rates and average packet 

delay, but also improves the fairness among users’ 

rates. 

2 System block diagram 

Multi-user OFDM system block diagram of 

downlink scheduling is shown in Figure 1. Each 

user has three queues, each queue holds separately 

up voice traffic, video traffic, data traffic. At the 

beginning of each scheduling, the scheduler in base 

station collects queue state information (QSI) 

through observing backlogged packets in users’ 

queues and acquires channel state information (CSI) 

through the uplink dedicated pilots from all mobile 

stations. Then, the scheduler makes up 

corresponding sub-carrier and power allocation 

strategy according to the information, and passes 

the strategies to mobile stations. All users’ state 

information’s updating and the scheduling decision 

are carried out once in each time slot. We assume 

that the system passed accurately the sub-carrier 

and power allocation  strategy to each mobile 

station.  

1,1C

1,NC

,K NC

,1KC

1,1P

,1KP

1, NP

,K NP

1,1h

1, Nh

,1Kh

,K Nh

 

Fig.1 the block diagram of multi-user OFDM system 

3 Packet dependent scheduling based 

on proportional fairness system model 
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We assume that the total bandwidth of system is 

B, which is divided into N sub-carriers and is shared 

by K users, the total transmitted power is
TP .The 

channel gain of system is quasi-static in each time 

slot and the time slot is of length 
slotT .Let 

,k nC  

denote the allocation indicator of user k on 

sub-carrier n. 
, 0k nC =  indicates that sub-carrier n 

isn’t allocated to user k. 
, 1k nC =  indicates that 

sub-carrier n is allocated to user k and 
, 0k nC =  

indicates that sub-carrier n isn’t allocated to user k. 

Define
kΩ as the index set of sub-carriers allocated 

to user k.  Let
,k nP denote the power allocated user 

k on sub-carrier n (
kn∈Ω ), 

,k nh the corresponding 

channel gain, and
0N the single-sided power spectral 

density of additive white Gaussian noise (AWGN). 

Assuming perfect channel estimation, the 

achievable instantaneous data rate of user k on 

sub-carrier n is expressed      as   

, 2 , ,/ log (1 / )k n k n k nR B N P H= ∗ + Γ . 2

, , 0
/( * / )

k n k n
H h N B N=  is the 

channel-to-noise power ratio for user k on 

sub-carrier n. Γ  is channel-to-noise gap, which 

expresses the gap between the actual transmitting 

rate and the channel capacity; and whose value 

is ln(5* ) /1.5ep− , where
ep is BER. The total 

achievable instantaneous data rate of user k is given 

by ,

k

k k n

n

R R
∈Ω

= ∑ . 

Define 
,k iW ′ as the ith queue’s weight of user k 

which has something to do with the QoS priority of 

packets in the ith queue of user k, the length of 

packets and the time when packets stay in the queue. 

We assume that 
, ,k i fU  is the maximum time delay of 

packet f in the ith queue of user k. 
, ,k i fβ is the QoS 

priority of packet f in ith queue of user k, which is 

of length
, ,k i fD . The packet f arrives at time

ft and 

the current time is
ct . So, the time interval when the 

packet f stays is 
,k f c fS t t= − .A guard interval

,k iG  

in ith queue of user k is introduced to reduce the 

packet drop rate. The relationship of
, ,k i fU , 

, ,k i fS and
kG is shown in Fig.2. 

 

Fig.2. the relationship of various time delays in the 

system 

In Fig.2, the fth packet’s , ,k i fE in the fth queue of 

user k is , , , , ,k i f k i f k iU S G− − .when 
, ,k i fE  is less than 0, 

the fth packet in the ith queue of user k is in the 

state of emergency, whose weight is 

, , , , , ,k i f k i f k i fW Dβ=′ ; unless the fth packet in the ith 

queue of user k is in the state of non-emergency, 

whose weight is
, , , , , , , ,/( 1)k i f k i f k i f k i fW D Eβ= +′ .In short, we 

can acquire the following equation: 

, , , , , ,

, , , , , , , ,

( 0)

, , /( 1) ( 0){ k i f k i f k i f

k i f k i f k i f k i f

D E

k i f D E EW
β
β

<
+ ≥=′      (1) 

Through the above analysis, the packets in the 

ith queue of user k can be divided into two parts in 

the current time slot. One part is in the state of 

emergency, which can be defined as U

kL ; the other 

part is in the state of non- emergency, which can be 

defined as U

kL . Therefore the weight of the ith queue 

of user k: 

, , , , , , , , , , ,/( 1)
U U
k k

k i k i f k i f k i f k i f k i f

f L f L

W D D Eβ β
∈ ∈

= + +′ ∑ ∑    (2) 

The weight of user: 

            
k

W ′=
3

,

1

k i

i

W
=

′∑             (3) 
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Define
k

Q as user k’s actual queue length. The 

mathematical model of packet-dependant 

scheduling based on proportional fairness can be 

indicated as: 

1

,

2 ,

1 1

max

max

max ( log (1 ))

K

k k

k

K N
k n

k k n

k n

J

W R

HB
W P

N

=

= =

′=

′= +
Γ

∑

∑ ∑

(4) 

s.t. 

(C1):
, 0 ,k nP k n≥ ∀  

(C2):
,

{0,1} ,
k n

C k n= ∀  

(C3):
,

1

1 ,
K

k n

k

C k n
=

= ∀∑  

(C4):
, ,

1 1

( ) ,
K N

k n k n T

k n

C P P k n
= =

≤ ∀∑∑  

(C5):
1 2 1 2

: : : : : :L L
K K

R R R θ θ θ=  

(C6): 
k slot kR T Q k≤ ∀  

(C4) ensures the total transmitted power 

constraint of the system. (C5) ensures various users’ 

rates’ proportional fairness.The 
1 2

: : :
K

θ θ θL  is the 

ratio among users’ rates, its value is defined 

according to the ratio among total length of users’ 

traffic packets.(C6) ensures the queue length 

constraint of user k. 

The allocation indicator
,k nC of user k on sub-carrier 

n and the power
,k nP allocated user k on sub-carrier n 

(
kn∈Ω ) in equation (4) are unknown variables. 

Solving them at the same time is NP-hard. So, 

sub-optimal solution is used to solve them. 

Generally sub-optimal solution is first solving the 

allocation indicator
,k nC of user k on sub-carrier n 

(namely sub-carrier allocation), and then solving the 

power
,k nP allocated user k on sub-carrier n (

kn∈Ω ) 

(namely power allocation). Equation (C6) is used as 

a judgmental condition in sub-carriers allocation 

algorithm, which isn’t listed in the following 

derivation. 

4 Cross-layer Scheduling scheme 

Scenario 1 

First part: sub-carrier allocation 

The artificial fish swarm algorithm in the 

sub-carrier allocation of the scenario simulating the 

behavior of fish swarm search optimal solution in 

the solution space. In the algorithm, each artificial 

fish selects one of the behaviors which are foraging, 

clustering and so on to execute according to the 

changing situation of its target function. In the end, 

artificial fish will gather around in a few local 

extremes; and then the algorithm selects the global 

optimal solution from these local extremes. 

1) Initialize the iterative times gen , artificial fish 

swarm size M，the size of each artificial fish vector 

is the number of sub-carrier N, the perception 

distance of artificial fish visual, retry times 

try_number, the crowding factorδ . 

2) Coding: there are K users in the system, and 

generate randomly 1M −  artificial fish 

vectors ( 1, , 1)i M= −L
1F
i

which is N dimensions, 

where the element in the vector is between 1 and K. 

The sub-carrier allocation result in 

packet-dependant scheduling [4] is coded as the 

Mth artificial fish vector which is N dimensions. So, 

if the jth element of the vector is a, the system 

allocates the jth sub-carrier to user a. When the 

scenario computes the target function, it translates 

the vector into the corresponding sub-carrier 

allocation matrix. Assume the situation of artificial 

fish vector i,j is separately 
t

F
i

,
t

F
j

; define the 

distance of artificial fish vector i,j 
,

| |
i j

d = −t tF F
i j

. 

3) The computation of food concentration: 

1 2{ , , , }Kθ θ θL  is a group of predefined 

numbers. 2

1 1 1

( ( / ))
K K K

k k k k

k k k

f R Rθ θ
= = =

= −∑ ∑ ∑ indicates the 

fairness degree among users. The greater f  is, the 

poorer the fairness degree among users is; the lower 
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f  is, the better the fairness degree among users is. 

The sub-carrier allocation  in   the  scenario  

define   
1

K

k k

k

J W R
=

′= −∑ 2

1 1 1

2 ( ( / ))
K K K

k k k k

k k k

R Rζ θ θ
= = =

−∑ ∑ ∑  

as food concentration, where weighting coefficient 

2 0ζ ≥  

4) Compute the food concentration of each 

artificial fish, record the artificial fish vector 

F_best which has the global greatest food 

concentration. 

5)  

5.1) Evaluate each artificial fish; select its 

behavior to execute, which includes foraging, 

clustering and chasing. 

5.2) The definition of single artificial fish’s 

behavior 

5.2.1) Foraging: assume that the current 

situation of artificial fish i is tF
i

, select try_number 

times ( * ())ceil visual rand= +t+1 tF Fm i
 

within the scope of its perception ( ,i jd <visual), 

where rand() generates the number which is 

between 0 and 1. If
m iJ J>  , 

( ) ( )

( * ())

( ) ( )

ceil rand

 
− + − 

 = +
 − + − 
 

t t tF_best F F Fmt + 1 t i iF F
i i t t tF_best F F Fmi i

; if 

i mJ J≥ after trying try_number times, 

( * ())ceil v isua l rand= +t+ 1 tF F
i i

; and 1t
F
i
++++ must 

make 
k slot kR T Q k∗ ≤ ∀ . 

5.2.2) Clustering: assume that the current 

situation of artificial fish i is tF
i

, search other 

artificial fish tFm  within the scope of its 

perception ( ,i jd <visual), define the number of 

artificial fish within the scope of its perception 

( ,i jd <visual) as the number of friends nf . If nf  

isn’t equal to 0, search the within the scope of its 

perception ( ,i jd <visual) as the number of friends nf . 

If nf  isn’t equal to 0, search the artificial 

fish Fmax
  which  has  maximum  food 

concentration, and compute the food concentration 

of the center
maxJ . If m a x

( * ) i

J
J

n fδ > , 

[ ( ) ( ) ]

(

( ) ( )

c e i l

− + −
= +

− + −

t tF _ b e s t F F Fm a xt + 1 t i iF F
i i t tF _ b e s t F F Fm a xi i

* ())rand ;

or else execute foraging behavior, 

center of the artificial fishF
c e n te r

, and compute 

the food concentration  of  the  

center
centerJ .If

( * )
center

i

J
J

nfδ > ,

( ) ( )

( * ())

( ) ( )

ce il ra nd

 
− + − 

 = +
 − + − 
 

t tF _b es t F F F
cen te rt + 1 t i iF F

i i t tF _b es t F F F
cen te ri i

; or 

else execute foraging behavior, and t + 1F
i

 must 

make 
k slot kR T Q k∗ ≤ ∀ . 

5.2.3) Chasing: assume that the current 

situation of artificial fish i is tF
i

, search other 

artificial fish tFm
 within the scope of its 

perception ( ,i jd <visual), define the number of 

artificial fish and 1t

i
F +  must make 

k slot kR T Q k∗ ≤ ∀ . 

6) Execute the behavior which it selects, 

update the global optimal the artificial fish F_best. 

Translate the vector into corresponding sub-carrier 

allocation matrix suballo, and according 

to suballoupdate
, ( 1, , ; )k n kC k K n= ∈ΩL . 

7) If the iterative times are enough, translate the 

vector into corresponding sub-carrier allocation 

matrix suballo , and according 

to suballo update
, ( 1, , ; )k n kC k K n= ∈ΩL .  
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Or else return 4). 

Second part: power allocation 

While sub-carrier allocation is finished, the 

allocation index
,k nC of user k on sub-carrier n is 

solved. Equation (4) translates into: 

            
1

,

2 ,

1

m ax

m ax

m ax ( lo g (1 ))
k

K

k k

k

K
k n

k k n

k n

J

W R

HB
W P

N

=

= ∈Ω

′=

′= +
Γ

∑

∑ ∑

                (5) 

s.t. 

(C1): , 0 ,k nP k n≥ ∀  

(C4): 
,

1

,
k

K

k n T

k n

P P k n
= ∈Ω

≤ ∀∑ ∑  

(C5): 
1 2 1 2: : : : : :L LK KR R R θ θ θ=  

According to lagrange multiplier method, Equation 

(5) translates into(6): 

,1 1

m a x 1

m a x [ ( )]
k

K K

k k k n Tk k n

J

W R P Pζ
= = ∈Ω

′= − ∗ −∑ ∑ ∑
(6) 

where ζ  is lagrange factor. 

s.t. 

(C1): , 0 ,k nP k n≥ ∀  

(C5): 
1 2 1 2: : : : : :L LK KR R R θ θ θ=  

The Karush-Kuhn-Tcker(KKT) conditions which is 

equivalent to equation (6) is as follows: 

(C5): 
1 2 1 2: : : : : :L LK KR R R θ θ θ=  

(C6): ,1/ 0 ( 1, , ; )k n kJ P k K n∂ ∂ = = ∈ΩL  

(C7): 0ζ ≥  

Equation (C5) is transformed to (C8): 

(C8): / * ( 1, , ; 1, , )j j k kR R j K k Kθ θ= = =L L  

Substitute (C8) into 1J : 

,1 1
1 [ / * ( )]

( 1, , )

k

K K

j j k k k n Tj k n
J W R P P

k K

θ θ ζ
= = ∈Ω

= − ∗ −

=

∑ ∑ ∑
L

            (7) 

Substitute Equation (7) into Equation (C6): 

, , , , 1
1/ /( *ln2)*( /( *(1 * / )))* / 0

( 1, , ; )

K

k n k n k n k n j j kj

k

J P B N H H P W

k K n

θ θ ζ
=

∂ ∂ = Γ + Γ − =

= ∈Ω

∑
L

  (8) 

Infer from Equation (12),(20),(21) and (24) 

the power of user k on sub-carrier n : 

,

1

, ,
2

1

[ / ]

{ / } ( 1, , ; )

/

k

K

T k n

k n

j n j n jK

j j

j

P H

P H j K n

θ

= ∈Ω +

=

+ Γ

= −Γ = ∈Ω
Ω

∑∑

∑
L

 (9) 

According to the sub-carrier allocation result suballo  

in first part add up the number of sub-carriers each 

user obtaining ( 1, , )j j KΩ = L , and then use 

equation (9) to compute , ( 1, , ; )j n jP j K n= ∈ΩL ; if 

, 0j nP < , set , 0j nP = 。 

Scenario 2 

First part: sub-carrier allocation 

Particle swarm algorithm simulates the law of birds 

feeding. In solution space, the individual in each 

generation flies towards the area which has high 

fitness on the basis of the optimal area which it and 

its yellows pass; thus the next generation has higher 

fitness than the current generation. The particle of 

adaptive particle swarm algorithm in the scenario 

has individual inertia weight and the weight can 

dynamically adjust. 

1)Initialization: the particle swarm size is M , 

the iterative times are MaxDT , the dynamic 

adjustment part of inertia weight is 1ω , fixed part 

is 2ω ，cognitive factor is 1c ,social factor is 2c , 

current generation 1t = . 

2) Coding: generate randomly 1M −  particle 

vectors ( 1, , 1)i M= −L
1F
i

which is N dimensions, 

and again generate randomly M velocity vectors 

( 1, , )i M= L
1V
i

which is N dimensions, where the 

element in vectors is between 1 and K ; the 

sub-carrier allocation results of packet-dependant 

scheduling[4] are coded as the Mth particle vector 

which is N dimensions. 

3) Fitness computation: the sub-carrier 

allocation in the scheme define 

2

1 1 1 1

2 2 ( ( / ))
K K K K

k k k k k k

k k k k

J W R R Rζ θ θ
= = = =

′= − −∑ ∑ ∑ ∑  as fitness, 

where weighting coefficient 2 0ζ ≥ 。 
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4) Initialize the individual extreme vector 1P
i

 

of particle ( 1, , )i i M= L  in particle swarm, the 

particle vector 1
pg  which has maximum fitness is 

global extreme vector. 

5) Compute the inertia 

weight
1 1 2( ) * ( ) / axt M DTω ω ω ω= − − of particle in the 

tth generation, and again compute the velocity 

vector
1( )* * ()*( )i c randω= + −t t-1 t-1 t-1V V P F

i i i 2
* ()*( )c rand+ −t-1 t-1pg F

i

of particle in particle swarm in tth generation. 

Finally, compute the new location 

( )ceiltF
i

= +t-1 tF V
i i

of particle ( 1, , )i i M= L  

where 
k slotR T∗  of tF

i
 mustn’t be more 

than
kQ k∀ . 

6) Compute the fitness l of the tth generation 

new location t

i
F of particle ( 1, , )i i M= L . If l is higher 

than the fitness of the (t-1)th generation individual 

extreme vector t-1P
i

, update the tth generation 

individual extreme vector =t tP F
i i

; or else 

t-1P
i

 keeps unchanged. Update the tth generation 

global extreme vector tpg . 

7) Judge whether the iterative times are enough. 

If it is not enough，return 5). Or else finish iteration. 

Assign result MaxDTpg to suballo  and 

according to suballoupdate
, ( 1, , ; )k n kC k K n= ∈ΩL . 

Second part: power allocation 

The scenario use adaptive particle swarm algorithm 

to allocate power. 

1)Initialization: the particle swarm size is M , 

the iterative times are MaxDT , the dynamic 

adjustment part of inertia weight is 1ω , fixed part 

is 2ω ，cognitive factor is 1c ,social factor is 2c , 

current generation 1t = . 

2) Coding: generate randomly 1M −  particle 

vectors ( 1, , 1)i M= −L
1F
i

which is N dimensions, 

and again generate randomly M velocity vectors 

( 1, , )i M= L
1V
i

which is N dimensions, where the 

element in vectors is between 0 and 2/N (N is the 

number of sub-carriers); Power allocation result of 

new power allocation pattern obtained by means of 

suballo in first part is coded the Mth population 

vector. 

3) Fitness computation: the sub-carrier 

allocation in the scheme define 

2

1 1 1 1

2 2 ( ( / ))
K K K K

k k k k k k

k k k k

J W R R Rζ θ θ
= = = =

′= − −∑ ∑ ∑ ∑  as fitness, 

where weighting coefficient 2 0ζ ≥ 。 

4) Initialize the individual extreme vector 1P
i

 

of particle ( 1, , )i i M= L  in particle swarm, the 

particle vector 1pg  which has maximum fitness 

is global extreme vector. 

5) Compute the inertia 

weight
1 1 2( ) * ( ) / axt M DTω ω ω ω= − − of particle in the 

tth generation, and again compute the velocity 

vector 

1 2( )* * ()*( ) * ()*( )i c rand c randω= + − + −t t-1 t-1 t-1 t-1 t-1V V P F pg F
i i i i

 of 

particle in particle swarm in tth generation. Finally, 

compute the new location ( )ceil= +t t-1 tF F V
i i i

of 

particle ( 1, , )i i M= L  where 
k slotR T∗  of tF

i
 

mustn’t be more than
kQ k∀ . 

6) Compute the fitness l of the tth generation 

new location t

i
F of particle ( 1, , )i i M= L . If l is higher 

than the fitness of the (t-1)th generation individual 

extreme vector t-1P
i

, update the tth generation 

individual extreme vector =t tP F
i i

; or else 

t-1P
i

 keeps unchanged. Update the tth generation 
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global extreme vector tpg . 

7) Judge whether the iterative times are enough. 

If it is not enough，return 5). Or else finish iteration. 

Assign result MaxDTpg to powerallo  and 

according   to powerallo      update 

, ( 1, , ; )k n kP k K n= ∈ΩL . 

Scenario 3 

First part: sub-carrier allocation 

In sub-carrier allocation of the scheme, inertia 

weightω of cloud adaptive particle swarm algorithm 

is different from adaptive particle swarm algorithm. 

1)Initialization: the particle swarm size is M , 

the iterative times are MaxDT , the dynamic 

adjustment part of inertia weight is 1ω , fixed part 

is 2ω ，cognitive  factor is 1c ,social factor is 2c , 

current generation 1t = . 

2) Coding: generate randomly 1M −  particle 

vectors ( 1, , 1)i M= −L
1F
i

which is N dimensions, 

and again generate randomly M velocity vectors 

( 1, , )i M= L
1V
i

which is N dimensions, where the 

element in vectors is between 1 and K ; the 

sub-carrier allocation results of packet-dependant 

scheduling[4] are coded as the Mth particle vector 

which is N dimensions. 

3) Fitness computation: the sub-carrier 

allocation in the scheme define 

2

1 1 1 1

2 2 ( ( / ))
K K K K

k k k k k k

k k k k

J W R R Rζ θ θ
= = = =

′= − −∑ ∑ ∑ ∑  as fitness, 

where weighting coefficient 2 0ζ ≥ 。 

4) Initialize the individual extreme vector 1P
i

 

of particle ( 1, , )i i M= L  in particle swarm, the 

particle vector 1pg  which has maximum fitness 

is global extreme vector. 

5) According to the following equation: 

Ex f= //average fitness of particle in particle 

swarm 

( max) / 2.9En Ex f= −  

/10He En=  

( , )En randn En He′ = // generate the Gaussian 

distribution whose average value is En and whose 

standard deviation is He . 

2

2

( ( ))
( )

( ) 2( )

0.9 ( )

Ex f i
f i Ex

p i En

f i Ex

− −
< ′= 

 ≥

 

( ) 0.9 * ( )i iω ω=  

, compute the inertia weight ( )iω of particle i  in    

the  tth   generation, and  again compute   the   

velocity   vector 

1 2
( )* * ()*( ) * ()*( )i c rand c randω= + − + −t t-1 t-1 t-1 t-1 t-1V V P F pg F

i i i i
 

of particle in particle swarm in tth generation of  

particle in particle swarm in tth generation of 

particle in particle swarm generation. Finally, 

compute the new location ( )ceil= +t t-1 tF F V
i i i

of 

particle ( 1, , )i i M= L  where 
k slotR T∗  of tF

i
 

mustn’t be more than
kQ k∀ .  

6) Compute the fitness l of the tth generation 

new location tF
i

of particle ( 1, , )i i M= L . If l is 

higher than the fitness of the (t-1)th generation 

individual extreme vector t-1P
i

, update the tth 

generation individual extreme vector =t tP F
i i

; or 

else t-1P
i

 keeps unchanged. Update the tth 

generation global extreme vector tpg . 

7) Judge  whether  the iterative times are 

enough.  If  it  is  not  enough， return 5). Or 

else finish  iteration.  Assign result  

MaxDTpg  to  suballo  and according    

to   suballo      update 
, ( 1, , ; )k n kC k K n= ∈ΩL . 

Second part: power allocation 

WSEAS TRANSACTIONS on COMMUNICATIONS Hua Hou, Gen-Xuan Li

E-ISSN: 2224-2864 8 Issue 1, Volume 11, January 2012



In the power allocation of the scheme, population 

migration algorithm simulates the discipline of 

population movement. It uses objective function to 

measure the attraction of areas which population 

moves into, calls the area whose objective function 

value is high favorable area. It defines four patterns 

searching the optimal solution in solution space, 

which are people’s flowing in origin, people’s 

migration attracted by favorable areas, people 

flowing in favorable areas until population pressure 

reaches a certain limit, and people moving from 

favorable areas. 

1) Initialize the iterative times max DT , radius , 

population pressure index alpha , Contraction 

coefficient delta , and population vectors scale M . 

2) Coding: generate randomly 1M −  

population vector ( 1, , 1)i M= −L
1F
i

 which is N  

dimensions as initial population group, where the 

element in the vector is between 0 and 2/N (N is the 

number of sub-carriers). Power allocation result of 

new power allocation pattern obtained by means of 

suballo in first part is coded the Mth population 

vector. 

3) Attraction computation: define 

2

1 1 1 1

2 ( ( / ))
K K K K

k k k k k k

k k k k

f W R R Rζ θ θ
= = = =

′= − −∑ ∑ ∑ ∑  as the 

attraction, where the weighting coefficient 2 0ζ ≥ . 

4) Compute the attraction ( )( 1, , )f i M= L
1F
i

of 

the population vector ( 1, , )i i M= L  residence. Record 

the population vector 1pmax  which has global 

maximum attraction. 

5) Population vector ( 1, , )i i M= L  flows in its 

area. Generate  its  tth  generation vector 

2 * * () ( )radius rand radius= + −t t -1F F
i i

, and 

then compute the attraction of the vector 

residence ( )( 1, , )f i M= L
tF
i

. Record the population 

vector tmaxp  which has global maximum 

attraction. 

6) Population migration: generate M population 

vector ( 1, , )i M= L
tF
inew

 in the areas whose center 

is tmaxp and whose radius is radius  to replace the 

previous vector ( 1, , )i M= L
tF
i

. 

7) Compute the attraction of the vector 

( 1, , )i M= L
tF
inew

residence ( )( 1, , )f i M= L
tF
i

. 

Record the population vector tpmaxnew  which 

has global maximum attraction. 

8) According to (1 ) *radius delta radius= −  contract 

the favorable area, define the area whose center is 

tpmaxnew  and whose radius is radius  as the 

favorable area. In the area generate randomly M 

population vector ( 1, , )i M= L
tF
inew1

 to replace 

the vector ( 1, , )i M= L
tF
inew

. Record the 

population vector tpmax
new1

 which has current 

global maximum attraction. 

9) Repeat 8) until radius alpha≤ . 

10) Population spreading: generate randomly 

1M −  population vector 1(1, , 1)t

i
F M+ −L which is N  

dimensions as initial population group, where the 

element in the vector is between 0 and 2/N (N is the 

number of sub-carriers).Power allocation result of 

new power allocation pattern obtained by means of 

suballo in first part is coded the Mth population 

vector. Compute the 

attraction ( )( 1, , )f i M= L
t+1F
i

of the population 

vector ( 1, , )i i M= L  residence. Record the population 

vector t+1pmax  which has global maximum 

attraction. 

11) The number of current generation 1t t= + , if t 

is lower than max DT , return 5).Or else power 

allocation result = tpowerallo pmax
new1

 and 

according to   powerallo    update 
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, ( 1, , ; )k n kP k K n= ∈ΩL . 

Scenario 4 

First part: sub-carrier allocation 

The scenario uses the greedy algorithm considering 

fairness to allocate sub-carrier. 

1)Compute each user’s weight
kW ′ ; the number 

of  sub-carrier initially allocated to each 

user

1

*k
k K

k

k

N N
θ

θ
=

 
 
 =
 
  
∑

; while sub-carrier is 

initially allocated, the number of remaining 

unallocated sub-carriers is *

1

K

k

k

N N N
=

= −∑ ; User set is 

{1,2, , }K= LΦΦΦΦ , sub-carrier set is {1,2, , }N N′ = L ; for 

,k n N ′∀ ∈ ∈ΦΦΦΦ
, ,0, , 0, T

k k k n k n

P
R C P

N
φ= Ω = = = . 

2) Allocate the sub-carrier whose 

,( / ) ( 1, , )kW

k nH n N
′

Γ = L  is highest to the user ( 1, , )k k K= L , 

and update 
,k nC ， N′，

k
R . If *

k slot
R T of user k  isn’t 

less than its length of queue
kQ , user k  finishes 

allocating, delete user k  from user setΦΦΦΦ . 

3) Allocate the sub-carrier whose 

,( / ) ( 1, , )kW

k nH n N
′

Γ = L  is highest to the user ( 1, , )k k K= L  

whose / ( 1, , )
k k

R k Kθ = L  is least. and update 
,k nC ，

N′，
k

R . If *
k slot

R T of user k  isn’t less than its length 

of queue
kQ , user k  finishes allocating, delete 

user k  from user setΦΦΦΦ ; the process loops until N ′  

becomes empty set. 

4) Allocate the remaining *N  sub-carriers to 

the user k  whose ,( / ) kW

k nH
′

Γ  is highest on the 

sub-carrier, and assign the final sub-carrier 

allocation result to suballo . 

Second part: power allocation 

According to the sub-carrier allocation result 

suballo  in first part add up the number of 

sub-carriers each user obtaining ( 1, , )j j KΩ = L , and 

then use equation (9) to compute 

, ( 1, , ; )j n jP j K n= ∈ΩL ; if , 0j nP < , set , 0j nP = 。 

5. Simulation analysis 

The system’s bandwidth is 1 MHz; it is divided into 

128 sub-carriers. Wireless channel is six-path 

frequency selective fading channel, the envelope of 

power delay is ge− , where multi-path index is g . The 

total transmitted power of system is 1W. According 

to the ratio among total length of users’ traffic 

packets, set proportional rate constraint 

1 2: : : Kθ θ θL to 1:1: :1L . According to [4], in user’s 

queues, voice traffic packet parameters are 

, , 100k i fU = ms, , , 1024k i fβ = , , , 500k i fD = bits; video 

traffic packet parameters are , , 400k i fU = ms, 

, , 512k i fβ = , , , 239k i fD = bits; data traffic packet 

parameters are , , 1000k i fU = ms, , , 1k i fβ = , 

, , 64k i fD = bits. The guard interval of user’s queues is 

10 ms, the weighting coefficient 2 5ζ = . In scenario 

1, according to [7], the iterative times are 100gen = , 

artificial fish population size is 31M = , the 

perception distance of artificial fish is 5visual = , the 

tried times are _ 5try number = , the crowding factor 

is 0.2δ = . In scenario 2, according to [10], the  

particle  swarm  size is 31M = ,  the iterative 

times are 70MaxDT = , the dynamic adjustment part 

of inertia weight is
1 1.4ω = , fixed part is

2 0.4ω = ，

cognitive factor is
1 2c = ,social factor is

2 1c = . In 

the sub-carrier allocation of scenario 3, according to 

[11], the particle swarm size is 31M = , the iterative 

times are 70MaxDT = , the dynamic adjustment part 

of inertia weight is 1 1.4ω = , fixed part is 2 0.4ω = ，

cognitive factor is 1 2c = ,social factor is 2 1.5c = . In 
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the power allocation of scenario 3, according to [12], 

maximum iterative times are max 50DT = , the radius 

of population migration algorithm is 0.00078radius = , 

the population pressure index is 1 5alpha e= − , the 

contraction coefficient is 0.4delta = , the size of 

population vector swarm is 31M = . In simulation, 

the algorithm in [4] is called packet dependent 

scheme, the algorithm in [5] is called proportional 

fairness scheme. 
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Fig.3 The total rate of system versus the number of users 
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Fig.4 The total rate of system versus SNR 

The impact of number of users and SNR on the 

system’s total rate is separately expressed in Fig.3 

and Fig.4. As number of users and SNR increase, 

the function of multi-user density enhances, the 

system’s total rate of all algorithms shows 

increasing trend. Packet dependent scheme doesn’t 

take proportional fairness among users’ rates into 

consideration, the user whose rate and weight is 

high may obtain the sub-carrier whose SNR is high, 

and its system’s total rate is high. Proportional  

fairness  scheme,  while  allocating resource, 

doesn’t take the fairness among users into 

consideration; the user whose rate is low may 

obtain the sub-carrier whose SNR is high; its 

system’s total rate is low. Scenario 1, scenario 2 and 

scenario 3, while allocating resource, don’t take 

users’ weight and the fairness degree 

2

1 1 1

( ( / ))
K K K

k k k k

k k k

f R Rθ θ
= = =

= −∑ ∑ ∑ into consideration; in the 

solution selected by swarm intelligence algorithm, 

the user whose proportional rate and whose  

weight and whose rate is  high may obtain the 

sub-carrier whose SNR is high, their system’s total 

rate is higher than packet dependent scheme. 

Scenario 4 also takes users’ weight and the fairness 

among users  into  consideration,  its  system’s   

total rate is between packet dependent scheme and 

proportional fairness scheme. 
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Fig.5 Average packet delay versus the number of users 

The impact of number of users on average packet 

delay is expressed in Fig.5. The system’s total rate 

of packet dependent scheme is high, its average 

packet delay is low; the system’s total rate of 

proportional fairness scheme is low, its average 

packet delay is high; the system’s total rate in 

scenario 1, scenario 2 and scenario 3 is higher than 

packet-dependant scheme; their average packet 

delay is lower than packet dependent scheme; the 
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system’s total rate in scenario 4 is between packet 

dependent scheme and proportional fairness scheme, 

its average packet delay is between them. 
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Fig.6 Jain’s fairness index versus the number of users 

Jain’s fairness index [5] is defined as

2

1

2

1

( )
K

kk

K

kk

R
F

K R

=

=

=
∑
∑

. 

The impact of number of users is expressed in Fig.6. 

The higher jain’s fairness index is, the better the 

fairness among users is. Packet dependent scheme 

doesn’t consider fairness among users, the user 

whose rate and whose weight is low may obtain 

sub-carrier whose SNR is low, the system’s capacity 

doesn’t distribute uniformly among users, and its 

jain’s fairness index is low. In proportional fairness 

scheme, the user whose SNR is low may obtain 

sub-carrier whose SNR is high, the system’s 

capacity distributes uniformly among users, its 

jain’s fairness index is high. Scenario 2 and scenario 

3 take users’ weight and the fairness degree among 

users 2

1 1 1

( ( / ))
K K K

k k k k

k k k

f R Rθ θ
= = =

= −∑ ∑ ∑   into 

consideration; while swarm intelligence algorithm 

selects the optimal solution, the solution where the 

fairness degree among users is low, the system’s 

capacity distribute uniformly among users, the 

system’s total rate is high is firstly considered; its 

Jain’s fairness index is between packet dependent 

scheme and proportional fairness scheme. In 

scenario 4, the user whose rate is low may obtain 

the sub-carrier whose SNR is high; the system’s 

capacity distributes uniformly among users; new 

power allocation pattern raises the power allocated 

to each user in comparison with proportional 

fairness scheme; thus its jain’s fairness index is 

higher than proportional fairness scheme. 

The impact of SNR on jain’s fairness index is 

expressed Fig.7. Jain’s fairness index packet 

dependent scheme is low. In proportional fairness 

scheme, jain’s fairness index is high. Jain’s fairness 

index of scenario 1, scenario 2 and scenario 3 are 

between  packet dependent  scheme  and 

proportional fairness scheme. In scenario 4, jain’s 

fairness index is higher than proportional fairness 

scheme. 
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Fig.7 Jain’s fairness index versus SNR 
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Fig.8 Maximum proportional rate deviation versus the 

number of users 
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Maximum proportional rate deviation is defined 

as max( ) min( )( 1, , )k k

k k

R R
dv k Kθ θ= − = L . The impact of 

number of users on maximum proportional rate 

deviation is expressed in Fig.8. The lower 

maximum proportional rate deviation is, the better 

the fairness among user is. Jain’s fairness index of 

packet dependent scheme is low; its maximum 

proportional rate deviation is high. Jain’s fairness 

index of proportional fairness scheme is high; its 

maximum proportional rate deviation is low. Jain’s 

fairness index in scenario 1, scenario 2 and scenario 

3 are between packet dependent scheme and 

proportional fairness scheme, their maximum 

proportional rate deviation is between them. Jain’s 

fairness index in scenario 4 is higher than 

proportional fairness scheme; its maximum 

proportional rate deviation is lower than it. 

The impact of SNR on maximum proportional rate 

deviation is expressed in Fig.9. Maximum 

proportional rate deviation of packet dependent 

scheme is low. Maximum proportional rate 

deviation of proportional fairness scheme is high. 

Maximum proportional rate deviation in scenario 1, 

scenario 2 and scenario 3 are between packet 

dependent scheme and proportional fairness scheme. 

Maximum proportional rate deviation in scenario 4 

is higher than proportional fairness scheme. 
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 Fig.9 Maximum proportional rate deviation versus SNR 
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Fig.10 Variance among users versus the number of users 

The impact of number of users on variance among 

users is expressed in Fig.10. The lower variance 

among users is, the better the fairness among user is. 

In the packet dependent scheme, the system’s 

capacity doesn’t distribute uniformly among users, 

maximum proportional rate deviation is low, and 

variance among users is low. In the proportional 

fairness scheme, the system’s capacity distributes 

uniformly among users, maximum proportional rate 

is high, and variance among users is high. 

Maximum proportional fairness rate in scenario 1, 

scenario 2 and scenario 3 are lower than packet 

dependent scheme; their variance among users is 

lower than packet dependent scheme. Maximum 

proportional rate deviation in scenario 4 is lower 

than proportional fairness scheme; variance among 

users is lower than proportional fairness scheme. 

Minimum user’s rate is also used as an indicator of 

measuring the fairness among users in the paper. The 

higher minimum user’s rate is, the better the fairness 

among user is. As the number of users increases, the 

probability of that a certain sub-channel is deep fading 

for all users becomes lower [5], and minimum user’s 

rate decreases in the figure. In the packet dependent 

scheme, the user whose rate and whose weight is low 

mayn’t obtain sub-carrier, so minimum user’s rate is 

low. The system capacity of proportional fairness 

scheme scatters among all users, its minimum user’s 
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rate is higher than packet dependent scheme. The total 

rate of system in scenario 1 to scenario 3 is higher 

than packet dependent scheme, the maximum 

proportional rate deviation in scenario 1 to scenario is 

between packet dependent scheme and proportional 

fairness scheme, and so the minimum user’s rate in 

scenario 1 to scenario 3 is between packet dependent 

scheme and proportional fairness scheme. The 

system’s total rate in scenario 4 is higher than 

proportional fairness scheme, the maximum 

proportional rate deviation in scenario 4 is lower than 

it, and minimum user’s rate is higher than it. 
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Fig.11 Minimum user’s rate versus the number of users 

6 Conclusions 

The  paper  supposes  that  each user has multiple 

queues, derives a new packet dependent proportional 

fairness power allocation pattern, and finally proposes 

4 new cross-layer packet dependent proportional 

fairness scheduling schemes in multi-user OFDM 

system which are available for heterogeneous traffics. 

Their target is to maximize the system’s weight 

capacity in the premise of maintaining users’ rates’ 

proportional fairness. Scenario 1, scenario 2 and 

scenario 3 lead respectively artificial fish swarm 

algorithm, self-adaptive particle swarm 

optimization algorithm and cloud adaptive particle 

swarm optimization algorithm into sub-carrier 

allocation in packet dependent proportional fairness 

scheduling, and use respectively new power 

allocation pattern, self-adaptive particle swarm 

optimization algorithm and population migration 

algorithm to allocate power. Scenario 4 uses greedy 

algorithm concerning fairness to allocate 

sub-carriers, and uses new power allocation pattern 

to allocate power. Simulation indicates scenario 

1,scenario 2 and scenario 3 raise the system’s total 

rate on the basis of undertaking the fairness among 

users’ rates and average packet delay; scenario 4 not 

only meets users’ rates and average packet delay 

demands, but also improve the fairness among users’ 

rates.  
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