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Abstract: - The explosive progression in population causes a rapid reduction in the resource of fossil fuel which 

is the basic supplier of energy in industry and household. This scarcity of fossil fuel is the reason for the costly 

produced energy. However, pollution is also one of the severe issues occurring due to the burning of gases. 

Therefore, different researcher worldwide drew their attention to clean and environmentally –friendly energy 

resources. Wind energy is a renewable source of energy and it is accumulated from renewable resources. Wind 

speed is one of the most significant parameters used to study the wind energy of any region. This paper presents 

the fitting of the Artificial Neural Network for the assessment of wind speed in different wind stations in Pakistan. 

Five Neural Network models have been fitted to the 10-minute mean wind speed data from 2016 to 2018 of each 

of four distinct heights in 12 different stations in Pakistan. Conventionally used statistical measures are utilized 

to assess the best-fitted model. The simplest model shows the minimum values of MSE and R2 amongst all other 

models. The model of one hidden layer with five neurons is the best-fitted model in 12 different stations with 

four distinct heights in Pakistan. We will be extending this work by applying some other soft computing 

algorithms such as a random forest with different optimization techniques such as genetic algorithm and swarm 

optimization algorithms  
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1 Introduction 

Our planet evolving continuously and as time 

passes resources will ultimately be insufficient in the 

provision of energy. Fossil fuels are the basic source 

that supplies a large amount of energy for industries 

and households over a decade. Because of the limited 

resources of fossil fuel, energy is becoming costly 

[1]. On the other hand, our environment and 

atmosphere are highly damaged as a consequence of 

using fossil fuels. One of the severe repercussions of 

using fossil fuels is called the greenhouse effect. It is 

the process by which some radiations from the 

atmosphere warm the earth’s surface and gases trap 

heat in the environment. This trapped heat causes a 

drastic impact, and it is the major cause of natural 

disasters. Floods and droughts which occur due to 

extreme climatic conditions are also the resultant 

effects of greenhouse gases. Global warming is one 

of the severe issues caused by gases that trap heat. 

The melting down of huge glaciers due to global 

warming elevates the sea level. The greenhouse gases 

have a significant effect on our health, climate, and 

our communities [1]. 

Due to the concerns over the life-threatening effects, 

environmental pollution, and climate security, 

several countries are investing in renewable energy. 

Renewable energy is not reduced by consumption. 

This term is derived from a wide range of resources 

that are self-renewing energy sources such as flowing 

water, sunlight, the earth's internal heat, wind, and 

biomass such as municipal waste, industrial waste, 

WSEAS TRANSACTIONS on COMPUTERS 
DOI: 10.37394/23205.2023.22.16 S. M. Aqil Burney, Konpal Drakhshan, Saadia Karim

E-ISSN: 2224-2872 127 Volume 22, 2023



agricultural waste, and energy crops [2]. This transfer 

to environment-friendly energies not only decreased 

carbon footprint but also reduced climatic change.       

Long ago, it was discovered that wind speed has the 

potential to be utilized for energy production, and the 

formation of the first-ever windmill was in the year 

1887 [3]. Nowadays, it again captivates attention 

worldwide due to its numerous benefits. It is 

inexhaustible that it will sustain the atmosphere 

because it is an emission-free source of production of 

electricity. More or less 83 countries globally use 

wind energy for electricity generation [4] and overall, 

the production capacity has increased by 9.6% in 

2018 [5]. Whereas China has expanded its production 

capacity by wind energy as much as twice annually 

[6]. The largest producers of wind energy are the US, 

Germany, Spain, and China [7].  

 

The generation of energy through wind power is 

comparatively cheaper [8-9], especially in a country 

like Pakistan which spends 60% of its GDP on 

imported fuels for the production of electricity [10]. 

Instead of having the generation potential of 360 

GW, it has only produced 106MW from the installed 

windmills, therefore it ranked 44th in power 

generation by wind energy [11]. According to the 

Pakistan Meteorological Department (PMD), 45 

different places in Pakistan can be utilized for the 

harvesting of wind energy [12]. Hence, the 

appropriate study of wind energy is required for the 

cost-effective and ecologically harmless generation 

of electricity. 

 

Wind speed is one of the influential parameters in the 

production of electricity by wind energy [13]. 

Therefore, for the assessment of wind energy in any 

region, it is essentially important to study this 

parameter by using some appropriate methods of 

modeling and forecasting. Nowadays ANN is one of 

the important tools for modeling nonlinear systems 

and prediction due to its relatively easier and quicker 

outcome as compared to other practicing methods. 

ANN is used in a vast range including modeling, 

assessment, fault diagnostics, identification, 

prediction, and forecasting of wind energy.    ANNs 

have been popularly adapted techniques by 

researchers worldwide for the assessment of 

meteorological parameters fundamentally for wind 

energy. ANN has been sufficiently utilized for the 

forecasting of different parameters of wind energy 

[14]. 

 

ANN has been used for the prediction and compared 

with the analytically obtained results, it has been 

observed that ANN provided appropriate outcomes 

[15]. Three different ANN models were applied to 

the wind speed data collected from Mexico; 

comparison concluded that the simplest model of 

ANN outperformed the other two models [16]. ANN 

is also employed to predict the wind speed data of 

Hamirpur the mountainous region of India by the 

input variables, air pressure, solar radiation, 

temperature, and altitude, it has been observed that 

the model provides the prediction with greater 

accuracy [17]. Two different dimensions including 

temporal and spatial are used in the prediction of 

wind speed data of Iran by the method of ANN 

because it is a righteous method for the modeling of 

complex systems [18]. ANN also assessed and 

forecasted the capacity of wind energy in Osmaniye 

the province of Turkey [19]. ANN with modified 

techniques has been used to analyze the wind speed 

data such as Radial Basis Function (RBF), Adaptive 

Linear Element (ALE), and Back-Propagation [20]. 

It has been stated that RBF is one of the accurately 

fitted algorithms of NN that provides expeditious 

forecasting [21].  

 

Hybrid models and systems become popular due to 

their efficiency and success in solving complex real-

world problems. Computational intelligence 

components are the pillar of the success of this 

system, including machine learning, Neural 

Networks (NN), fuzzy logic, and genetic algorithms. 

These are methods that generate hybrid systems that 

provide the solution to complex issues by the use of 

empirical data and domain knowledge and also 

provide the searching and reasoning methods. Some 

of the HNNs used in the literature are Genetic 

algorithm and NN, particle swarm optimization, and 

NN [22], Wavelet NN [23], Fuzzy NN [24], and 

Bayesian NN [25]. 

 

Some hybrid ANN models are also used for the 

evaluation of wind speed. A compound model of two 

Recurrent NN (RNN) with empirical wavelet 

transformation has been used that provides highly 

accurate results [26]. A mixture model of RBF and 

Kohonen's self-organizing map (SOM) has been 

proposed for the forecasting of short-term power 

production by both wind direction and wind speed 

and checked by some popularly utilized statistical 

measures [27]. A Multi-layer perceptron (MLP) has 

been trained by a non-dominated sorting genetic 

algorithm (GA) for the simulation and forecasting of 

wind energy [28]. The integrated model of chaos and 

BP-ANN has been proposed and optimized by GA to 

forecast wind speed [29-30]. The Classical Gaussian 

Basis Function (CGBF) has been used at every 

neuron in the improved RBF-ANN model to estimate 
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the wind speed [31]. The hybrid model has been 

proposed, based on the technique of recurrent 

wavelet neural network, and compared with the 

RNN, obtained results showed that the suggested 

hybrid model has outperformed the conventional 

model [32]. The convolutional NN has been used and 

compared with the support vector regression and 

kernel ridge [33]. Two different types of ANN 

models have been proposed and compared for the 

analysis of wind speed by considering the pressure, 

temperature, and humidity as Input variables for the 

two distinct suggested models, the obtained results 

showed that the RNN type NARX model performed 

better than MLP-BP model [34]. A review of more 

than a hundred articles has been presented which 

concluded that ANN has been utilized for 

multipurpose analysis in the field of wind energy 

systems [35]. 

 

ANN is also combined with the different techniques 

of other disciplines for the assessment of wind energy 

to obtain higher accuracy. To reduce the overfitting 

issues faced due to an extensive number of inputs, a 

compound model using BP-ANN and Principal 

Component Analysis (PCA) has been suggested 

which obtained precise outcomes [36]. To evaluate 

the seasonal fluctuation in Wind speed data, Weibull 

distribution has been combined with hybrid ANN. 

The obtained outcome justified that the proposed 

model has efficiently illustrated the seasonal impact 

in the data of wind speed [37]. 

 

2 Material and Methods 

This study consists of some basic stages, first is 

obtaining online information related to wind speed 

data. Analyze by using suitable methods or 

techniques of soft computing and statistics and then 

acquire results, testing the accuracy of the proposed 

model by statistical testing tools, and at last, attain the 

conclusion. Figure 1 shows the layout of the research. 

 
Fig. 1: Initial layout of the study 

2.1 Data Collection Methodology 
The data has been obtained from the renewable 

energy database of the World Bank which is an online 

source for acquiring data related to different types of 

renewable energies. The data is based on 10-minute 

average wind speed at four distinct heights of 

anemometer which is a-20m, a-40m, a-60m, and, a-

80m across Pakistan from 13/4/2016, 5:39:00 PM-

31/5/2018, 23:50:00 PM and other meteorological 

parameters, including turbulence intensity, 

temperature, pressure, and humidity. The data from 

the following 12 stations of Pakistan has been 

obtained, shown in Figure 2, and given in Table 1 

with the longitude and latitude of that area of 

Pakistan. 

Table 1: Selected wind station with its description 

Provinces Station Name Longitude Latitude 

Punjab Bahawalpur (B) 71.815556 29.326662 

Chakri (Ck) 72.738250 33.320428 

Sadiqabad(S) 70.008112 28.213358 

Quaidabad(Q) 71.895642 32.346589 

Sindh Sujawal(Sj) 68.188650 24.515563 

Umerkot (U) 69.570337 25.083816 

Tandoghulamali 

(T) 

68.875447 25.123567 

Sanghar(Sg) 69.037532 25.815912 

Khyber 

Pakhtunkhwa 

Haripur (H) 73.033111 33.973111 

Peshawar(P) 71.795632 33.922092 

Balochistan Gwadar(Gd) 62.346384 25.279814 

 Quetta(Qt) 66.936769 30.271586 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.2 Data Collection Methodology 
To assess the wind speed over Pakistan, the ANN 

technique has been used. ANN is based on a large 

amount of self-adaptive processing components that 

are interconnected called neurons. Synchronized 

computing has been performed to congregate the 

Fig. 2: Selected wind station in Pakistan according to 

the provinces 
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knowledge by three major steps which are training, 

learning, and processing of data to find the solution 

to complex problems and further utilize the 

information for prediction and forecasting [38-39]. It 

provides a nonparametric nature of estimators where 

no predefined assumptions are implemented on the 

distribution of data [40]. The human neurological 

system is the inspiration behind the origination of 

ANN [41]. Neurons in the human brain receive the 

signals and process them individually likewise 

neurons in the ANN system send and take the values 

from the interconnected layers. By repeating the 

process of providing and receiving values, neurons 

memorize and learn due to which the system 

ultimately becomes efficient in making the decisions. 

 

To execute the ANN technique to the wind speed data 

following steps are to be followed, as mentioned in 

Figure 3. Each dataset is divided into three subsets, 

70% is for training and 30% is for testing and 

validation.   

 

 

Fig. 3: Methodology of ANN 

2.2.1 Design Phase  

It is a fundamental stage for the application of this 

technique. The following basic components are the 

selection of appropriate input variables for the 

precise estimation of output, the size of the network 

including the number of hidden layers and the 

number of neurons in each hidden layer, the suitable 

activation function, and the suitable number of 

experiment selection for acquiring that parameter 

value which provides the highest accuracy [42]. 

 

2.2.1.1 Model of ANN  

Wind speed is depending on many metrological 

parameters. Since this study is based on the 

estimation of 10-minutes average wind speed. 

Therefore, the model includes the minimum value 

and the maximum value for the 10 minutes time 

duration and the turbulence intensity of the same 

height. Air pressure, humidity, and temperature are 

the same for a station for all four heights. The general 

model of ANN is given in Figure 4. 
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2.2.1.2 ANN Architecture 

The fundamental parameters of ANN are an initial 

weight function, activation function, methods for 

encoding the output and the inputs, and iteration 

required for training sets for obtaining the precise 

output [43]. 

 

The description of the selected network is given in 

Table 2. 

Table 2: The network description 

Network 

Type 
Feed-Forward backpropagation 

Training 

Function 

Gradient Descent backpropagation 

with an adaptive learning rate 

(TRAINGDX) 

Transfer 

Function 
Log-Sigmoid (LogSig) 

 

There are two elementary architectures of neurons 

one is feed-forward NN and another is feed-

backward NN. For the study, feed-forward with 

back-propagation algorithms will be utilized. 

 

Feedforward NN (FFNN) was initially developed in 

the early stages of ANN which is still commonly used 

as well. In FFNN signals can only be traveled in a 

single path. Layers can never be affected by the 

output value because there is no loop from input to 

output. It may be further classified as Single-Layer 

FFN (SLFFN) and Multi-Layer FFN (MLFFN). 

SLFFN has an input layer that is directly connected 

to the output layer. Whereas MLFFN has another 

layer named the hidden layer between input and 

output. The nodes constitute the supplied activation 

pattern from the input layer to the next hidden layer 

respectively. The resultant signals act as the input for 

the next layer and the process is further continued for 

the remaining network [44]. 

 

Training the NN means the selection of that particular 

model from the entire sets of models that can 

minimize the cost. There are several algorithms used 

to train the model of NN but Gradient Descent (GD) 

is the most commonly utilized training function. For 

the computation of true gradient, BP has been used 

by simply finding the derivative of concerning 

parameters of a network of the defined cost function, 

and further, the parameters have been changed 

according to the direction of gradient-related [45]. 

 

Generally, there are three types of activation 

functions: Threshold function, linear and piecewise 

linear function, and sigmoid function. The entire 

family of the sigmoid function is formulated of 

logistic, algebraic, and hyperbolic tangent functions 

[46] 

 

For the prevention of overfitting and underfitting 

complications, an appropriate selection of hidden 

layers and the number of neurons in each hidden layer 

is essential. There are numerous rules of thumb for 

the selection of the hidden layer and the number of 

neurons [47-48]. According to the literature 

analyzed, 2 hidden layers-based models are 

employed mostly for the analysis of wind speed, but 

the good-fitted model can only be attained based on 

error analysis. Five different models given in Table 3 

will be fit to the data and Figure 5 shows the pictorial 

structure of the first fitted model. 

Fig. 4: Methodology of ANN 
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Fig. 5: Structure of the fitted model 

Table 3: Five selected models 

 

Models are evaluated by several accuracy measures 

to find the best-fitted model. For this study following 

two statistical measures which are Mean Square 

Error and coefficient of determination〖(R〗^2) 

shown in Table 4, will be used for the assessment and 

selection of the model that comes up with the precise 

output with minimum error [49-50]. 

Table 4: Performance and accuracy measures 

Measures Formula 

Mean Squared Error (MSE) ∑(𝑒𝑖)
2

𝑁
 

Coefficient of Determination (𝑅2) 
1 −

𝑆𝑆𝑟

𝑆𝑆𝑡

 

 

For the computation of proposed models of ANN, 

MATLAB version 9.4 release name R2018a, open 

network/data manager, MATLAB tool will be used 

[51]. 

 
2.3 Initially Assessment of Wind Speed 
Few popular descriptive measures are calculated to, 

initially, determine the behavior and pattern of the 

data. Table 5 shows the measure of central tendency, 

the measure of dispersion, and the number of 

observations of each dataset from 2016 to 2018. 

Table 5: Descriptive Statistics 

Station No of 

obser

vation 

Mi

n 

Ma

x 

Mea

n 

Stan

dard 

devi

ation 

Skew

ness 

Kurt

osis 

B a-20 11094
6 

4e-
04    

20.0
729 

3.53
9682 

1.69
3232 

1.1052
39 

5.75
2392 

a-40 11102

9 

0.0

061    

20.0

729 

4.31

8273 

1.93

0619 

0.7649

953 

4.73

5393 

a-60 11102
9 

5e-
04    

23.7
493 

4.79
689 

2.22
0831 

0.5737
376 

3.71
0448 

a-80 11101

9 

5e-

04    

24.8

228 

5.11

8308 

2.47

536 

0.6026

221 

3.43

2719 

Ch a-20 11983
8 

5e-
04    

22.7
365 

2.44
0536 

1.63
6908 

1.8513
73 

9.01
3063 

a-40 11983

1 

9e-

04    

26.1

153 

2.83

0441 

1.89

8966 

1.6923 8.30

5313 

a-60 11983
2 

0.0
01    

28.1
575 

3.12
6301 

2.06
7429 

1.6087
72 

7.88
7447 

a-80 11984

4 

0.0

015    

29.0

355 

3.33

5638 

2.20

014
  

1.5599

06 

7.63

6192 

Gd a-20 81125 0.0

01    

14.5

597 

3.89

4323 

2.47

5007 

0.9590

971 

3.42

5632 

a-40 81130 0.0
024    

15.8
959 

4.36
1159 

2.53
1199 

0.7872
868 

3.26
5303 

a-60 81126 0.0

02    

16.4

991 

4.58

941 

2.56

6365 

0.7137

438 

3.20

7104 

a-80 81117 5e-
04    

16.8
967 

4.73
6763 

2.60
7335 

0.6915
766 

3.21
4347 

H a-20 12613

7 

0.0

019    

16.5

34 

3.06

395 

1.51

6315 

0.5228

371 

3.25

5823 

a-40 12572
8 

5e-
04    

19.6
07 

3.54
3264 

1.89
7556 

0.6137
175 

3.24
3384 

a-60 12478

2 

4e-

04    

21.2

746 

3.63

3065 

2.01

0991 

0.7750

737 

3.90

699 

a-80 11870
9 

9e-
04    

22.3
406 

3.56
1241 

1.98
2097 

0.9450
933 

4.93
2543 

P a-20 90508 0.0

102    

18.7

992 

2.78

5071 

1.41

9477 

1.4679

08 

8.55

9319 

a-40 90506 0.0
02    

20.9
87 

2.89
0474 

1.59
1238 

1.5601
03 

8.68
4283 

a-60 90496 4e-

04    

22.7

723 

2.92

9866 

1.70

1219 

1.6504

05 

9.15

2089 

a-80 89574 5e-
04    

23.7
358 

3.00
9837 

1.77
0817 

1.7247
95 

9.62
7994 

Q a-20 91217 0.0

01    

19.8

476 

2.86

3788 

1.60

2502 

1.7178

68 

9.13

6759 

a-40 91218 0.0
015    

23.7
222 

3.46
9741 

2.00
6628 

1.3055
07 

6.44
6089 

a-60 91223 0.0

026    

25.8

812 

3.80

478 

2.33

5359 

1.2388

9 

5.59

1116 

S/No No of hidden 

layer 

No neurons in the 

hidden layer 

1 1 5 

2 1 7 

3 1 9 

4 2 7 

5 2 9 
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a-80 91219 0.0

01    

27.2

414 

3.99

1272 

2.54

8812 

1.2586

08 

5.43

8321 

 Qt a-20 10431

6 

0.0

025    

15.9

303 

3.27

863 

1.88

7102 

0.9040

673 

3.78

2979 

a-40 10432

7 

0.0

059    

17.9

789 

3.72

0266 

2.17

3533 

0.8674

323 

3.75

1551 

a-60 10432

6 

0.0

022    

19.1

338 

3.97

2312 

2.35

2126 

0.8469

124 

3.70

7388 

a-80 28152 0.0

092    

16.0

547 

4.00

0859 

2.22

6969 

0.7154

741 

3.24

9737 

S a-20 10898

2 

5e-

04    

19.6

697 

3.29

3894 

1.62

4124 

1.1548

64 

5.72

8112 

a-40 10899

6 

0.0

019    

23.5

003 

4.07

7003 

1.90

0279 

0.7960

554 

4.69

3372 

a-60 10898

9 

0.0

015    

26.7

719 

4.75

0693 

2.34

1502 

0.6757

393 

3.61

71 

a-80 10766

0 

4e-

04    

28.5

486 

2.44

9708 

0.63

9656 

0.6396

565 

3.60

5485 

  Sg a-20 96473 0.0

202    

17.0

055 

4.48

4802 

2.19

0856 

0.8522

987 

3.73

9185 

a-40 96465 0.0

014    

19.1

107 

5.29

6029 

2.43

3241 

0.4407

148 

3.14

2398 

a-60 96460 0.0

01    

20.6

426 

5.91

3478 

2.77

1419 

0.2302

183 

2.54

6112 

a-80 96464 0.0

089    

21.5

117 

6.27

292 

3.01

4581 

0.1840

759 

2.31

8795 

S

j 

a-20 11219

3 

0.0

115    

16.8

196 

5.42

133 

2.35

5959 

0.6366

384 

3.23

1811 

a-40 11219
5 

5e-
04    

18.6
522 

6.36
1603 

2.47
1836 

0.4164
136 

3.36
7307 

 a-60 11219

4 

0.0

247    

19.7

977 

7.01

7822 

2.60

8736 

0.1523

535 

3.20

3628 

a-80 11218
1 

0.0
014    

20.4
691 

7.49
3932 

2.74
0752 

-
0.0221

345 

2.99
0569 

T a-20 11604

5 

0.0

055    

15.8

416 

4.80

1472 

2.29

6618 

0.7208

412 

3.08

0485 

a-40 11604

7 

9e-

04    

17.3

6 

5.83

4624 

2.51

7653 

0.4812

83 

3.16

9898 

a-60 11604

3 

0.0

015    

17.9

102 

6.51

2893 

2.68

5257 

0.1763

456 

2.86

7687 

a-80 11605

3 

0.0

014    

18.5

386 

6.96

1413 

2.88

9245 

0.0271

2907 

2.58

0764 

U a-20 91269 5e-

04    

21.5

087 

4.17

6914 

2.12

6058 

0.8774

143 

3.74

1682 

a-40 89448 0.0

277    

18.6

296 

5.01

8032 

2.27

7336 

0.5318

844 

3.37

3732 

a-60 91272 0.0

126    

29.0

817 

5.67

4894 

2.52

6999 

0.3313

02 

3.08

8653 

a-80 91275 0.0

015    

30.6

142 

6.10

5267 

2.70

91 

0.2053

617 

2.78

2717 

 
The lowest value of all the minimum average value 

of wind speed is 4e-04 m/s and the highest value of 

maximum average wind speed is 30.6142 m/s of the 

selected region over Pakistan during the interval of 

4/13/2016, 5:39:00 PM-5/31/2018, 23:50:00 PM. 

Mean value mostly lies between 2 m/s - 5 m/s. 

According to the skewness, most datasets are either 

positively skewed or tend towards symmetricity. The 

value of kurtosis is diversified, some datasets are 

highly peaked and moderate, and some are flattened. 

 

3 Fuzzy Time Series Modeling and 

Forecasting 

Fuzzy time series have been extensively used to 

make predictions of weather, road accidents, 

academic enrollments, population, and stock prices. 

In this paper, we have introduced an improved fuzzy 

time series forecasting model. This new model is 

applied in forecasting the University of Alabama 

student enrollments. Latera comparison has been 

done with some of the existing fuzzy time series 

forecasting methods being carried out on the same 

data set for university student enrollments. It has 

been observed that the proposed model has improved 

forecasting accuracy as well as reduced model 

complexity compared to other methods. 

 

Fig.6: (S-O-T-1-F-T-S) Model Algorithms of fuzzy times 

series 

4 Results and Discussion  

Selected ANN models mentioned in Table 3 are fit 

to the data and their training operations were 

investigated systematically. Statistical performance 

measures are employed to evaluate the model, the 

higher the value of R^2 and the lower the value of 

MSE are considered as the good fitted models. Table 

6 exhibits the summary of models fitted to the data 

commensurate with the conventionally used accuracy 

tools. 
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Table 6:〖 R〗^2 and MSE values for the suggested models 

S/No hidden 

layer 

neurons 

in the 

hidden 

layer 

 

MSE 

 

𝑹𝟐 

 

MSE 

 

𝑹𝟐 

 

MSE 

 

𝑹𝟐 

 

MSE 

 

𝑹𝟐 

Station B a-20 a-40 a-60 a-80 

M-1 1 5 0.11507 0.97931 0.13306 0.98177 0.12112 0.98754 0.14468 0.98831 

M-2 1 7 0.12729 0.91877 0.094685 0.98687 0.38238 0.95884 0.12396 0.98993 

M-3 1 9 0.13178 0.97883 0.093567 0.98819 0.18579 0.98095 0.08516 0.99329 

M-4 2 7 0.11263 0.97927 0.080331 0.98883 0.225 0.97656 0.16123 0.98689 

M-5 2 9 0.13622 0.97546 0.31675 0.9582 0.12748 0.98706 0.20133 0.98349 

Station Ck a-20 a-40 a-60 a-80 
M-1 1 5 0.10466 0.98093 0.087211 0.98803 0.10981 0.98702 0.13581 0.98716 

M-2 1 7 0.087207 0.98364 0.15515 0.39787 0.153 0.98197 0.18984 0.98074 

M-3 1 9 0.14206 0.9736 0.13323 0.98246 0.15933 0.98158 0.15395 0.9848 

M-4 2 7 0.13245 0.97629 0.13694 0.98102 0.16827 0.98036 0.10821 0.9884 

M-5 2 9 0.085646 0.98423 0.1707 0.9772 0.13581 0.98398 0.17186 0.9825 

Station Gd a-20 a-40 a-60 a-80 

M-1 1 5 0.15494 0.98743 0.12583 0.98993 0.06288 0.99506 0.14693 0.9883 

M-2 1 7 0.15905 0.98705 0.078611 0.99393 0.11101 0.99145 0.1465 0.98521 

M-3 1 9 0.13057 0.98921 0.072972 0.99413 0.31583 0.97526 0.11885 0.98737 

M-4 2 7 0.16582 0.98663 0.13466 0.98934 0.11367 0.99144 0.13984 0.98622 

M-5 2 9 0.16217 0.98674 0.13899 0.98918 0.15524 0.98817 0.10883 0.98876 

Station H a-20 a-40 a-60 a-80 
M-1 1 5 0.029898 0.99384 0.1046 0.98559 0.03258 0.99598 0.1829 0.97732 

M-2 1 7 0.11101 0.97576 0.14252 0.98016 0.08635 0.98828 0.16824 0.97793 

M-3 1 9 0.16379 0.9675 0.10521 0.98577 0.14351 0.98287 0.10603 0.98631 

M-4 2 7 0.16991 0.96213 0.22276 0.9693 0.10918 0.98727 0.11497 0.9841 

M-5 2 9 0.13367 0.96998 0.15031 0.97934 0.12921 0.98468 0.31723 0.96003 

Station P a-20 a-40 a-60 a-80 

M-1 1 5 0.16203 0.96021 0.073585 0.9850 0.10908 0.98018 0.13198 0.97941 

M-2 1 7 0.07477 0.98124 0.10125 0.9794 0.11993 0.97999 0.12496 0.98098 

M-3 1 9 0.09679 0.97693 0.11081 0.9787 0.21395 0.96314 0.09886 0.98404 

M-4 2 7 0.10953 0.97191 0.076405 0.9844 0.06499 0.98854 0.08214 0.98699 

M-5 2 9 0.08297 0.97896 0.13642 0.9741 0.1476 0.97424 0.19448 0.96876 

Station Q a-20 a-40 a-60 a-80 

M-1 1 5 0.08883 0.98349 0.10766 0.9860 0.10384 0.90901 0.15153 0.98664 

M-2 1 7 0.065177 0.98773 0.13457 0.9851 0.23191 0.9788 0.1804 0.98638 

M-3 1 9 0.1175 0.97697 0.1176 0.986 0.13053 0.98769 0.15224 0.98864 

M-4 2 7 0.074855 0.98492 0.18394 0.9769 0.15939 0.98572 0.14395 0.98939 

M-5 2 9 0.093661 0.98235 0.28651 0.9647 0.18081 0.9834 0.1958 0.98487 

Station Qt a-20 a-40 a-60 a-80 
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M-1 1 5 0.10133 0.9862 0.12616 0.9892 0.11602 0.98654 0.10887 0.98874 

M-2 1 7 0.099054 0.98589 0.12548 0.9868 0.19773 0.98223 0.11081 0.98914 

M-3 1 9 0.11798 0.98315 0.20998 0.9778 0.14992 0.98627 0.33548 0.9668 

M-4 2 7 0.13617 0.98047 0.15087 0.9838 0.17241 0.98402 0.09089 0.9906 

M-5 2 9 0.15232 0.97791 0.15688 0.9834 0.20319 0.98144 0.12534 0.98755 

Station S a-20 a-40 a-60 a-80 
M-1 1 5 0.10101 0.98161 0.072932 0.9897 0.17427 0.98464 0.09873 0.99258 

M-2 1 7 0.085139 0.98437 0.090355 0.9882 0.13754 0.98703 0.14309 0.98868 

M-3 1 9 0.078468 0.98582 0.036634 0.9952 0.30534 0.96918 0.22355 0.98246 

M-4 2 7 0.070228 0.98663 0.03468 0.9951 0.22482 0.97807 0.17363 0.98627 

M-5 2 9 0.13428 0.97542 0.10689 0.9855 0.23174 0.97717 0.32009 0.97359 

Station Sg a-20 a-40 a-60 a-80 

M-1 1 5 0.077652 0.9918 0.13607 0.98874 0.0763 0.9947 0.15084 0.99211 

M-2 1 7 0.091397 0.99057 0.144405 0.98777 0.1552 0.9911 0.17118 0.99058 

M-3 1 9 0.12366 0.98745 0.14123 0.98788 0.1414 0.9906 0.16088 0.99108 

M-4 2 7 0.11486 0.98809 0.20093 0.98335 0.2744 0.9825 0.18521 0.99043 

M-5 2 9 0.27057 0.97178 0.15437 0.9868 0.2571 0.9831 0.17489 0.99005 

Station Sj a-20 a-40 a-60 a-80 
M-1 1 5 0.10245 0.98933 0.13793 0.98834 0.1457 0.9905 0.18782 0.98746 

M-2 1 7 0.13753 0.98572 0.10799 0.99063 0.1388 0.991 0.18086 0.9884 

M-3 1 9 0.096375 0.98973 0.15351 0.98713 0.1347 0.9910 0.22609 0.98485 

M-4 2 7 0.14827 0.98443 0.12919 0.9892 0.1693 0.9887 0.1522 0.99035 

M-5 2 9 0.12384 0.98688 0.1491 0.98743 0.1229 0.9918 0.22224 0.98559 

Station T a-20 a-40 a-60 a-80 

M-1 1 5 0.12589 0.98683 0.09876 0.99117 0.1430 0.9896 0.20226 0.98738 

M-2 1 7 0.12311 0.98704 0.15166 0.9869 0.2456 0.9813 0.13898 0.99162 

M-3 1 9 0.2322 0.97579 0.13719 0.98781 0.1121 0.9918 0.20338 0.98784 

M-4 2 7 0.086782 0.9909 0.11568 0.98975 0.9866 0.1811 0.15024 0.99095 

M-5 2 9 0.10659 0.98876 0.17431 0.98558 0.1069 0.9919 0.15596 0.99033 

Station U a-20 a-40 a-60 a-80 
M-1 1 5 0.13355 0.98543 0.083314 0.99106 0.2690 0.9798 0.12938 0.99143 

M-2 1 7 0.13146 0.98561 0.18039 0.98265 0.5000 0.9609 0.27528 0.98168 

M-3 1 9 0.12644 0.986 0.30914 0.96964 0.1750 0.9865 0.39789 0.97247 

M-4 2 7 0.25204 0.97144 0.18036 0.98263 0.1459 0.9878 0.28094 0.98135 

M-5 2 9 0.18124 0.98026 0.98267 0.18017 0.2734 0.9787 0.11668 0.99131 
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According to the criteria mentioned above, models 

are selected (the bolded values) for each of the four 

different heights of several 12 distinct stations in four 

different provinces of Pakistan. For the proposed 

methodology, 240 ANN models have fitted to the 

data and 48 models have been selected for each 

dataset. 

 

It has been observed that MD-1 (one hidden layer 

with 5 neurons) is the most suitable model 

appropriately fitted in a total of 19 datasets after that 

MD-4(two hidden layers with 7 neurons) is also 

accurately fitted in 12 datasets. The MD-5 has 

appeared the least in the best-fitted models and seems 

well fitted in only 5 datasets amongst 48. The ratio of 

MD-2 and MD-3   

is similar and each of the models satisfied 6 datasets. 

It has been found that Station Sg is the only station 

that shows MD-1 as the best-fitted model for all four 

distinct heights. Stations U, Sj, and T are those 

stations that show different fitted models for all four 

distinct heights. The model MD-1 fitted to station H 

at the height of a-60m shows the highest R2 value 

amongst all fitted models and MD-1 fitted to station 

H at the height of a-20m shows the minimum MSE 

value amongst the entire fitted model. The plots of 

MSE and 𝑅2have also been analyzed for all three 

sets, training, testing, and validation, following five 

best-selected models having the highest R2 and 

lowest MSE of MD-1is shown in Figure 7(a)-7(e). 

 

 

Fig. 7 (a): best-fitted MD1 on station H of a-60m 

Fig. 7 (b): best-fitted MD1 on station Gd of a-60m 
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Fig. 7 (c): best-fitted MD1 on station H of a-60m 

Fig. 7 (e): best-fitted MD1 on station S of a-60m 

Fig. 7 (d): best-fitted MD1 on station Sg of a-60m 
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The scatter plots provide the values of R2 at the 

training, testing, and validation steps and also 

provide the explained variation for the entire 

procedure. The line graph shows the decline pattern 

of MSE for the training, testing, and validation sets 

and also the epochs required to approach the 

optimization point while attaining the minimum 

value of MSE. 

 

5 Conclusion 
ANN models have fitted to the data. Data sets are 

divided into three sets 70% training set, 15% testing 

sets, and 15% validation sets. 5 different models are 

used since generally, the criteria are, that the model 

is considered to best model if the errors are minimum 

and maximum variation has explained by the model 

based on the selection criteria the most appropriately 

selected model's heights are given in that Table 7. For 

a height of a-20m, the least suitable is MD-5 and all 

three models MD-2, MD-3, and MD-4 are equally 

likely for the analysis of wind speed at a-20m height 

for all the stations. At a-40m and a-60m for all 12 

stations, MD-1 has significantly appeared at a larger 

number of times, indicating that at a-40m and a-60m 

MD-1 has been observed to be the best model fitted 

to this height. 

Table 7: Summary of selected ANN models 

 

 

 

 

 

At a-80m MD-4 was found to be the best model to 

assess the wind speed at this height though it has not 

very significantly fitted in most of the stations.  

 

Overall, it can be concluded that the simplest model 

has by far the most repeated model different stations-

wise and distinct height-wise which means the MD-

1 has most appropriately explained the data of wind 

speed in Pakistan. The least fitted model is MD-5, a 

model based on 2 hidden layers and 9 neurons. 

 

6 Future Work 
This study is based on the fitting of different ANN 

models and the assessment of their fitness by 

different measures. To evaluate the behavior of wind 

speed in Pakistan by changing the location and the 

height of an anemometer. The obtained results may 

be further used for predictions and forecasting. 

Furthermore, some hybrid models and some defined 

optimization techniques as discussed in the literature 

review can be used to analyze the wind speed pattern 

in Pakistan with more places from Sindh coastal areas 

of Pakistan. This study will be extended to 

forecasting using fuzzy time series modeling and 

neuro-fuzzy time series modeling for forecasting 

when a subjective approach is preparable, [52] and 

for Continuous support and development across 

various domains of the energy sector are required to 

achieve sustainability targets following [55] 

forecasting approaches using soft intelligent 

computing and generative AI approach will be 

dominating in our future work following recent 

trends [56] keeping in the view demand side of 

energy from all workable resources [56]. 
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