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Abstract: - Panoramic radiography is a commonly used imaging technique for dental X-rays, it is used as a 
diagnostics tool in dentistry. The study introduced a hybrid deep learning approach for detecting and 
segmenting dental restorative elements from panoramic dental X-rays. By integrating the You Look Only Once 
(YOLO v8) model for object detection and the Segment Anything Model (SAM) for segmentation, the aim is to 
enhance the identification of different dental restorative elements such as dental implants, crowns, fillings, and 
root canals. The datasets of the study comprised 1290 dental X-ray images. The YOLO model effectively 
recognizes regions of interest and generates bounding boxes and then for achieving precise segmentation SAM 
is utilized. The results demonstrate high accuracy for classification rates of 95% for fillings, 88% for crowns, 
93% for root canals, and 97% for implants and the Intersection over Union (IoU) metrics results also improve 
systems accuracy. The results show significant improvement in accuracy and highlight the effectiveness of the 
hybrid approach in refining diagnostic precision and enhancing efficiency in dental imaging. 
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1  Introduction 
Panoramic radiography is a commonly used imaging 
technique for dental X-rays, [1]. Dentists rely on 
panoramic dental X-rays to visualize the oral health 
of the patient. It can identify dental diseases 
including caries, cavities, gum diseases, restorations, 
implants, broken teeth, and oral cancer using 
panoramic X-rays, [2]. Without using the X-rays 
technique, the dentist cannot identify the problem 
until the disease reaches the severe stage. Clinical 
practicians examine dental X-rays for identifying and 
classifying tooth diseases, for detecting anatomical 
features, and segmenting tooth structures, [3]. 

Recent advancements in deep learning show 
significant promise in improving the accuracy and 
efficiency of medical image analysis. Tooth caries 
detection from panoramic dental X-ray improved 
classification over traditional rule-based systems and 
manual diagnosis by doctors, [4]. Utilizing Radio 
Visiography x-ray images for accurately classifying 
dental diseases while achieving promising accuracy, 
[5]. 

Accurate segmentation is essential for 
distinguishing between natural tooth structures and 
restorative materials, which is crucial for effective 
treatment planning and assessment. Segmentation of 
an image is a computer vision technique that 
basically involves the partitioning of an image into 
distinct regions or segments, each corresponding to 
different objects. Segmentation of an image gives 
more precision for diagnostic radiographs such as X-
rays, Cone Beam Computer Tomography (CBCT), 
and Multi-Slice Computer Tomography (MSCT), [6], 
[7]. 

In the field of computing, Artificial intelligence 
mimics human intelligence in terms of reasoning, 
learning, language understanding, and problem-
solving. In the past few years, AI made significant 
progress in enabling machines to automatically 
analyze and sort complex data, [8]. AI has 
significantly transformed dental tasks by enhancing 
the speed and accuracy of tasks, also reducing errors 
as compared to human performance, [9]. The deep 
learning architectures are specialized artificial neural 
networks that outperform for learning in hierarchical 
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data representations.  The deep learning technique is 
proficient in performing tasks such as prediction, 
object detection, and classification.  The 
Convolutional Neural Networks (CNN) are efficient 
for image classification tasks because of their ability 
to recognize complex. The CNN models learn 
directly from the data and identify patterns for 
classification images avoiding the necessity of 
manually extracting features. 

The aim of the study is to propose a hybrid deep 
learning approach for identifying different dental 
restorative elements such as root canals, dental 
implants, filling, and crowns in panoramic 2D dental 
X-rays. 
 
 
2   Literature Review 
In previous studies, a deep-learning algorithm has 
been developed for classifying dental implants using 
approximately 156,000 radiographic images. The 
proposed algorithm achieved an accuracy of 88.53% 
and gave reliable performance with both panoramic 
and peripheral images, [10].  

This research focus on identification of different 
dental implant brands from panoramic radiographs.  
25 deep models such as ResNet-50, EfficientNet, 
VGG16, and ConvNeXt are employed and compare 
on the base of accuracy. The ConvNeXt model used 
achieve a highest accuracy of 95.74% with strong 
precision while also maintaining efficiency with 
fewer parameters, [11]. 

In study is use for classification of tooth by using 
panoramic radiographs. Deep learning models 
YOLO-V4 and R-CNN are employ and compare. 
Results show that YOLO-V4 has superior 
performance over R-CNN achieving 99.90 accuracy 
and 99.18% recall along with a faster detection rate 
and superior performance for the identification of 
impacted third molars. By improving accuracy and 
efficiency, YOLO-V4 enhances the diagnosis and 
classification of teeth, [12].  

A study was introduced for the classification of 
dental implant brands and treatment stages using a 
multi-task Deep Learning Model. This research 
utilizes dental panoramic radiograph images gathered 
from Kagawa Prefectural Central Hospital, Japan. 
This dataset contains 9,767 images containing 12 
different implant brands treatment. Five deep 
learning models such as CNN model ResNet18, 
ResNet34, ResNet50, ResNet101, and ResNet152 are 
evaluated on this dataset. The findings show that the 
multi-task learning model offers high validity, for 
detecting different dental implant brands and 
treatment stages in dentistry and improving overall 
analysis accuracy, [13]. 

Gil Jader et all introduced an approach using 
Mask Region-Based CNN and transfer learning. 
Their model can accurately segment each tooth in 
panoramic X-rays. The model trained on 193 
annotated images of 32 teeth, achieved 98% accuracy 
and 94% precision and also obtained 84% recall and 
99% specificity on 1,224 images not previously 
encountered, [14]. 

The study proposed an approach to predict dental 
decay. Three different types of dental decay 
treatments such as fluoride, filling, and root canal are 
predicted in this research from X-ray images. 200 X-
ray images of dental patients were utilized to train the 
model and achieved an overall accuracy of 87%, with 
the highest accuracy for fluoride treatment (98%), 
followed by root canal (88%), and the lowest for 
filling treatment (77%), [15]. 

In a study, a deep learning-based method is 
presented for computer-aided dental caries diagnosis. 
The dataset used in this study consists of 533 
panoramic dental X-ray images, 229 caries teeth 
images, and 304 non-caries teeth images. The 
proposed approach used a dual approach for feature 
extraction, combining deep learning and 
mathematical modeling. Then five different 
classification models Naïve Bayes, SVM, KNN, 
Decision Tree, and Random Forest are employed for 
the detection of caries. The study results show 
91.70% accuracy, 90.43% sensitivity, and 92.67% 
specificity, [16]. 

Another study is proposed to recognize 
periodontitis and dental caries. Pre-trained deep 
model EfficientNet-B0 model is used for the 
classification of periodontitis and dental caries in 
dental X-rays.YOLOv7 is applied for single-tooth 
image detection from dental X-ray. The dataset used 
in this study comprised of 1525 periapical dental X-
rays. Results are evaluated using the area under the 
curve and Receiver Operating Characteristic curve 
which are 98.67% and 98.31% for recognition of 
periodontitis and dental caries, [17].  

In this research, a deep learning model is 
presented to identify and detect dental implant 
manufacturers and kinds. The dataset consisted of 
1,574 panoramic radiographs of which 3,675 were 
implant radiographs. The YOLOv7 model employed 
in the study identifies the implant locations and 
classifies the manufacturers. Subsequently, the 
EfficientNet model was employed to classify various 
dental implant types. YOLOv7 outperformed and 
achieved exceptional performance, with 1.00 recall, 
0.979 precision, and 0.989 of an F1 score for implant 
detection. EfficientNet is also performed well, with 
classification metrics exceeding 0.92, [18]. 
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In previous studies, the segmentation technique is 
used rarely and is not used in combination with the 
YOLO model. Our research combines YOLOv8 and 
SAM models for dental restorative element detection. 
 
 
3   Proposed Work 
The study introduced a hybrid approach by utilizing 
the You Only Look Once (YOLO v8) model for 
dental restorative elements detection and 
segmentation using the Segment Anything Model 
(SAM). The process involves detecting dental 
restorative elements in X-rays using YOLO v8 and 
refining the detection with detailed segmentation 
through SAM. The final output is an image where the 
accurate boundaries are detected for restorative 
elements which offer specific localization and 
comprehensive segmentation. The proposed 
methodology diagram is shown in Figure 1 
(Appendix). 
  
3.1 YOLO Model for ROI Detection 
YOLO is an object detection model; it is prominent 
due to its speed and accuracy. YOLO excels in high-
speed performance, it treats object detection as a 
single regression problem and the model predicts all 
important information (class labels, bounding box 
coordinates) in a single step. YOLO is more efficient 
as compared to the other conventional object 
detection models that apply a sliding window over 
the image. YOLO model enables real-time 
processing of dental X-rays with minimal latency, 
making it highly suitable for clinical settings where 
quick decision-making is crucial. The YOLO 
bounding box is a rectangular box, which is used to 
locate the position of an object in an image. YOLO 
breaks the input image into a grid and allocates each 
grid cell the task of prediction for objects whose 
centers are located within the cell. 

YOLO splits the input image into a S X S grid. 
Every grid cell is accountable for detecting bounding 
boxes and their corresponding score. For every 
bounding box, YOLO has five parameters in which, 
(x,y) shows center coordinates for the bounding box, 
w and h are the height and weight of the bounding 
box and c is the confidence score, which represents 
what is the probability of object lies inside the 
bounding box. 

 
YOLO predicts probability distribution over C 
classes for every grid cell. 
 

C = 𝑃( object ) × IoUpred 
truth 

× 𝑃( class ∣  object )   (1) 
 

Here P(object) is the probability of an object 
lying in a bounding box, IoUtruth pred represents 
Intersection over union relative to the ground truth 
and the predicted bounding box and P (" class "∣" 
object ") shows the probability of the detected object 
fitting into a specific class. This process allows 
YOLO v8 to perform more effectively for dental 
implant detection. 
 

3.2  Bounding Boxes Extraction 
Following the YOLO processing of the input image, 
it generates the output of multiple bounding boxes in 
conjunction with their confidence score and class 
labels. For further processing extract these bounding 
boxes, utilizing Non-Maximum Suppression (NMS) 
which is used to handle multiple overlapping boxes 
for the same dental restorative elements, retaining 
only those boxes that have the highest score. The 
final bounding boxes are extracted and presented as 
the output of the YOLO model, with their class labels 
and corresponding scores. 
 

3.3  Segment Restorative Elements 
The next step of the proposed methodology is the 
segmentation of dental X-rays, utilizing the SAM 
model which gives high-precision accuracy, detailed 
segmentation of objects within the image, and 
provides flexibility with input prompts such as 
including points, bounding boxes, and masks. 
Bounding boxes extracted from the YOLO model are 
used as input for the SAM model. 

In the SAM model, segmentation encompasses 
the process of assigning labels to each pixel in an 
image, and every pixel with the same label relates to 
the same object. 

The segmentation process can be modeled by a 
function S which transforms the input image and 
bounding box into a corresponding segmentation 
mask. 

𝒮: (𝐼, 𝐵𝑖) → 𝑀𝑖                           (2) 
 

Here let I donate the input image, let 
Bi={B1,B2,........,Bn}  that represents bounding boxes 
from the YOLO model. For every bounding box Bi ∈ 
B1  the SAM model evaluates segmentation masks 
Mi, where Mi is the binary mask for the same size of 
the bounded box Bi. Mi(x,y)=1, it represents the pixel 
(x,y) related to the object lies in the bounding box Bi, 
and when Mi(x,y)=0, it represents the pixel (x,y) is 
not related to the object lies in the bounding box Bi. 
The binary mask Mi helps to isolate objects in an 
image. 

SAM uses deep learning techniques, creating 
binary masks and precisely depicting the boundaries 
of the objects in an image. SAM describes 
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segmentation mask Mi for each bounding box given 
by YOLO as a prompt for SAM and these masks 
capture accurate shape and boundaries of object 
which lies in the bounding boxes. 
 
3.4 Overlaying Segmentation Masks on the 

 Original Image 
The final step of the methodology is to overlap the 
segmented mask constructed by SAM with the 
original image. This step reveals the accurate 
boundaries of the detected objects. 
 
The final output image Ifinal  is constructed by: 
𝐼final (𝑥, 𝑦) =

{
𝐼(𝑥, 𝑦)  if 𝑀𝑖(𝑥, 𝑦) = 0 for all 𝑖
𝛼 ⋅ 𝑀𝑖(𝑥, 𝑦) + (1 − 𝛼) ⋅ 𝐼(𝑥, 𝑦)  if 𝑀𝑖(𝑥, 𝑦) = 1 for some 𝑖

             (3) 
 

Here α is the blending factor that shows the 
transparency of mask overlay, which controls the 
visibility of the segmentation masks relative to the 
original image. I(x,y) represents pixel value at 
position (x,y) in the original position. Mi (x,y) 
denotes the pixel values at (x,y) position in the 
segmentation mask Mi. When  Mi (x,y)=0" ", it 
indicates the pixel does not belong to any object and 
this shows the final output image retains the original 
pixel value I(x, y), and Mi(x,y)=1 it represents a pixel 
(x,y) is part of an object according to the 
segmentation mask Mi, the final pixel value is a 
blend of the mask and the original image, adjusted by 
the blending factor α, which means it shows the final 
output image blending the SAM  object mask with 
the original image. The final output image Ifinal 
provides a visual representation for different dental 
restorative elements. 
 
 
4   Results and Experiments 
This section discussed the efficiency evaluation of 
the proposed method, emphasizing both quantitative 
metrics and qualitative observations. The dataset 
used for this study consists of panoramic X-ray 
images, obtained from publically available datasets, 
[19]. The dataset is made by only taking filling, 
crown, implant, and root canal X-ray images. The 
study conducted multiple experiments to evaluate the 
performance of the proposed method. The result of 
different experiments is evaluated by different 
evaluation metrics, IoU is used for segmented results, 
and precision, recall, and F1 score are utilized for 
classification. 

In the first experiment, 80% of label data is used 
for training purposes and 20% of the data is used for 
validation and testing. The results of the YOLO 
model show positive trends for both testing and 

validation over time, with decreasing losses and 
enhancing precision, recall, and Mean Average 
Precision (mAP) metrics. The training graph is 
shown in Figure 2 (Appendix). 

The second experiment is focused on detecting 
and classifying dental implants, crowns, fillings, and 
root canals. The results are represented in terms of 
percentage for correct classifications and 
misclassifications for four different dental conditions. 
The accurate classification rates for filling, crown, 
root canal, and implant are 95%, 88%, 93%, and 97% 
respectively. Accuracies of restorative elements are 
described through the confusion matrix in Figure 3 
(Appendix). 

The third experiment is focused on measuring the 
average Intersection over Union (IoU) for each class. 
IoU is a metric that is used for object detection to 
estimate the accuracy of projected bounding boxes 
against the ground truth. The IoU values for filling, 
crowns, root canals, and implants are 95.98%, 
83.21%, 90.21%, and 95.20% respectively as shown 
in Table 1. 

 
Table 1. The average Intersection over Union (IoU) 

for each class 
Class IOU 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

Filling 95.98 96.5 94.7 95.59 
Crown 83.21 85.3 81.5 83.36 
Root 

Canal 

90.21 91 89.4 90.19 

Implant 95.2 96.1 94.2 95.14 
 

In the fourth experiment, individual images are 
analyzed for the model’s performance, while 
focusing on different metrics such as precision, 
recall, F1-score, and IoU. The results are shown in 
Table 2 for ten individual images, with each metric 
being calculated separately: 
 
Table 2. The average Intersection over Union (IoU) 

for each class 
Images Precision 

(%) 
Recall 

(%) 
F1-

Score 

(%) 

IoU 

(%) 

Image1 96.0 97.0 96.5 92.8 
Image2 91.0 93.0 92.0 85.8 
Image3 92.0 90.0 91.0 84.2 
Image4 89.0 87.0 88.0 80.5 
Image5 88.0 90.0 89.0 81.2 
Image6 87.0 85.0 86.0 79.3 
Image7 90.0 88.0 89.0 82.3 
Image8 94.0 95.0 94.5 89.8 
Image9 93.0 91.0 92.0 85.3 
Image10 95.0 96.0 95.5 91.5 
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The comparison of our proposed model with 
different existing base detection and segmentation 
models is shown in Table 3. 

 
Table 3. Comparison with existing base models 

Class Model Precisio

n (%) 

Recall 

(%) 

F1-

Score 

(%) 

IoU 

(%) 

Filling ResNet 94.8 93.5 94.14 93 
UNet 95 93.5 94.24 94 

YOLO 
+ SAM 

96.5 94.7 95.59 95.98 

Crown ResNet 82.5 79.7 81.07 80.5 
UNet 84 80.5 82.15 82.1 

YOLO 
+ SAM 

85.3 81.5 83.36 83.21 

Root 

Canal 

ResNet 90.3 88.5 89.39 88.2 
UNet 90 88 89 89 

YOLO 
+ SAM 

91 89.4 90.19 90.21 

Implant ResNet 95 93.8 94.39 94.1 
UNet 95 94 94.67 94.5 

YOLO 
+ SAM 

96.1 94.2 95.14 95.2 

 
Table 4. Visual comparison of segmented results of 

restorative elements with ground truth 
Input 

image 

Ground 

Truth 

SAM 

Segmen

ted        

Class 

   

Filling/ 
Root 
Canal 

   

Filling 

   

Filling 

   

Implant
/Filling 

   

Implant
/Filling 

This study presents a visual comparison of 
segmented restorative dental elements with their 
corresponding ground truth as shown in Table 4. It 
includes input images, ground truth annotations of 
the images, segmentation results from the SAM, and 
the classified restorative element types, such as 
fillings, root canals, and implants. 
 
 
5   Conclusion 
The study successfully demonstrates the efficiency 
and accuracy of a hybrid deep learning approach by 
integrating the YOLO and SAM models for the 
detection and segmentation of dental restorative 
elements in panoramic dental X-rays. The automated 
detection and segmentation process reduces the 
reliance on manual interpretation, minimizing human 
error and variability by reducing the need for manual 
interpretation. The proposed method can assist 
dentists in accurately identifying dental restorative 
elements, such as fillings, crowns, and implants, from 
X-rays. Also automate routine X-ray analyses in 
dental clinics, reducing the time dentists spend 
manually reviewing images The proposed hybrid 
model faced challenges, when the YOLO model fails 
to correct the localization of dental restorative 
elements, SAM also inherits these errors resulting in 
incorrect or incomplete segmentations.  For future 
work, generative AI techniques can be explored to 
enhance the current method, which improves 
accuracy for rare conditions, also integrating this 
approach with 3D imaging modalities like Cone 
Beam Computed Tomography (CBCT) for more 
comprehensive diagnostic insights. Problems, leading 
to inaccurate segmentation. The proposed study can 
be extended to develop intelligent dental diagnostic 
systems by integrating Generative AI with dental X-
ray analysis and a conversational dental chatbot. This 
dental chatbot provides explanations of detected 
issues, recommends treatment options, and answers 
patient queries in real-time, which enhances dental 
care.  
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APPENDIX 

 

 
Fig. 1: Proposed system diagram of restorative elements detection and segmentation 

 
 

 
Fig. 2: Training graph for bounding box detection 

 
 

 
Fig. 3: Confusion matrix of restorative elements accuracy 
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