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Abstract: - Garbage problems in urban areas are becoming more serious as the population increases, resulting 
in community garbage, including Bangkok, the capital of Thailand, being affected by pollution from rotten 
waste. Therefore, this research aims to apply deep learning technology to detect images from CCTV cameras in 
urban areas of Bangkok by using YOLO to detect images from CCTV cameras in urban areas of Bangkok, 
using YOLO to detect 1,383 images of overflowing garbage bins, classified into 2 classes: garbage class and 
bin class. YOLO in each version was compared, consisting of YOLOv5n, YOLOv6n, YOLOv7, and 
YOLOv8n. The comparison results showed that YOLOv5n was able to classify classes with an accuracy of 
94.50%, followed by YOLOv8n at 93.80%, YOLOv6n at 71.60%, and YOLOv7 at 24.60%, respectively. The 
results from this research can be applied to develop a mobile or web application to notify of overflowing 
garbage bins by integrating with CCTV cameras installed in communities to monitor garbage that is 
overflowing or outside the bin and notify relevant agencies or the locals. This will allow for faster and more 
efficient waste management. 
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1   Introduction 
The world's population is growing and is likely to 
reach 10 billion in 2050 from the current level of 7.6 
billion, causing urban expansion, increasing rapidly 
as the human population increases. As a result of 
urban expansion, environmental problems follow, 
[1]. Environmental problems have become a 
problem in the world and Thailand today as people 
neglect to take care of proper management of 
natural resources and the environment, causing 
impacts on the ecosystem and human life, [2]. Key 
environmental problems are garbage or solid waste. 
Currently, the amount of solid waste or waste is 
increasing every year which is caused of an increase 
in population, and economic and industrial 
expansion, which is considered an important 
problem for the community that must be managed 

and solved in terms of solid waste, sewage, and 
toxins that contaminate water sources, soil, and air, 
[3]. Foreign studies have found that developing 
countries are unable to manage solid waste 
sustainably, resulting in severe environmental 
degradation, [4]. At present, it is found that every 
urban community in Thailand faces problems with 
the density of houses and the large number of 
businesses and shops, but with limited space and 
natural resources remaining the same as well as an 
increasing population, which results in the problem 
of community waste, [5]. Bangkok, the capital of 
Thailand, is the center of prosperity in every aspect, 
both economically and socially. Bangkok is 
therefore a city with a problem with the amount of 
solid waste. The Office of the Environment's annual 
work plan report for 2016 shows that each year 
Bangkok has a continuous increase in the amount of 
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solid waste and found that in 2015, Bangkok had a 
high amount of solid waste of 10,167 tons/day and, 
[6].  

 
 

 
 

 
Fig. 1: Shows the average amount of solid waste from fiscal year 2013 - fiscal year 2022, [7] 

 
The amount of waste found from a survey by the 

Environment Agency from fiscal year 2013 - fiscal 
year 2022 found that the amount of waste each year 
is similar or may decrease in certain years, but still 
considered to be a large amount (Figure 1). 

At present, the Environment Agency has given 
serious importance to waste management and 
campaigns to make people aware of their 
responsibilities in sorting and disposing of waste at 
designated points. However, it still faces complaints 
from citizens about the amount of residual waste 
that gives off a bad odor and creates an unattractive 
environment and the waste disposal that does not 
comply with regulations, such as failure to dispose 
of waste timely or in the right place. Currently, 
Bangkok has installed more than 60,000 CCTV 
cameras in the area, divided into CCTV cameras to 
monitor traffic conditions and CCTV cameras for 
safety. Therefore, to integrate, utilizing existing 
CCTV cameras for waste management will make 
waste management more efficient and create greater 
satisfaction for citizens. 

Therefore, in this research, image processing 
techniques were applied to help manage waste by 
analyzing images from CCTV cameras and using 

the YOLO model for processing from deep learning 
to classify the images into 2 classes: overflowing 
garbage bin and bin class. The results obtained from 
this research will allow Bangkok to develop further 
into a mobile application to notify relevant agencies 
or people in the area to know whether the waste is 
overflowing. It is also a process that allows the 
public, government, and private sectors to 
participate in sustainable waste management. 

 
 

2   Related Work 
The 2016 algorithm known as YOLO (You Only 
Look Once) offers quick speed and excellent 
accuracy. The input image is divided into a grid, and 
the likelihood of the bounding box and related 
objects appearing in each grid cell is predicted. It 
performs bounding box estimation and object 
categorization using these predictions. Because of 
its excellent accuracy and quick speed, it has been 
used extensively in the field of table recognition 
recently, [8]. The YOLO architecture is a single-
stage object detector with three main parts: the first 
part is the backbone, which is responsible for 
extracting image features; the second part is the 
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model neck, a layer between the backbone and the 
head that is used to extract different feature maps of 
different states within the backbone, which helps in 
dealing with images with different image scales 
such as the feature pyramid network; and the last 
part, the model head, is responsible for detecting 
objects and is used to predict images in the 
bounding box and calculate confidence scores. 
Currently, YOLO is so popular that it has been 
developed in several versions; until now in 2023, it 
has developed into YOLOv8. 

There are differences in the bounding boxes 
between the two dataset formats. The network of 
YOLO is made up of two fully linked layers after 
twenty-four convolutional layers. The following is 
how the YOLO framework works. There are n × n 
grids inside the image. Next, each grid is subjected 
to image localization and classification. The 
bounding boxes and the associated class 
probabilities are predicted by YOLO. Labeled data 
is needed to train the model. A one-n-dimensional 
vector called 𝑦 is present in each grid cell. The 𝑦 
value is an 8-dimensional vector made up of the 
following if the image is divided into a 3 × 3 grid 
and three classes need to be classified, [9]. 

 
    𝑦 = [𝑝𝑐 , 𝑏𝑥 , 𝑏𝑦, 𝑏ℎ, 𝑏𝑤, 𝑐1, 𝑐2, 𝑐3]         (1) 

 
Where 𝑝𝑐 is a number that indicates if an object 

is present in that grid cell and might be either 0 or 1. 
The bounding box's coordinates are described by 
𝑏(𝑥, 𝑦, ℎ, and 𝑤), and the existence of a certain 
class in a given grid cell is indicated by the binary 
values 𝑐1, 𝑐2, and 𝑐3. 

For research that applies YOLO to object 
detection, such as employing YOLOv4 for real-time 
vehicle detection with improvement for increased 
efficiency, refer to, [10]. The YOLOv4-tiny model 
combined with Hard Negative Sample Mining 
(HNEM) uses the CSPBlock module by using the 
CSPDarknet-53 as the backbone to improve the 
detection rate of occluded vehicles. The experiment 
results found that improving the efficiency of real-
time vehicle detection becomes more accurate 
compared to the research, [11], that used YOLOv5 
to categorize the parts according to their lateral and 
head shapes. The creation of an image acquisition 
platform with two mounted cameras and an 
appropriate lighting system to produce high-quality 
photos is another element of this work. The 
suggested deep learning (YOLOv5) method has 
demonstrated encouraging results with a mAP@0.5 
of 0.996 for component classification, despite the 
difficulties connected with such systems. In 
contrast, the suggested image processing method 

produced a maximum inaccuracy of 0.05 mm for 
pitch computation and 100% accuracy for standard-
size assignments. In addition, there is an 
introduction to the utilization of YOLOv6 for 
transferring learning to a real-time object detection 
model, [12]. Another crucial component of this 
work is the suggested model's ability to recognize 
every object in a scene—indoor and outdoor—and 
to alert the user to close and distant things via voice 
output. The Google Text-to-speech (gTTs) library is 
used to get the audio response. Following 30%, 
40%, and 50% pruning of the YOLOv6 baseline 
model, the optimized YOLOv6 framework achieves 
37.8% greater average accuracy (AP) at 1235 
frames per second (FPS).  

Meanwhile, YOLOv7 is employed to introduce a 
novel technique for detecting dragon fruit. This 
technique goes beyond merely locating the fruit; it 
also identifies the endpoints at its head and root, 
[13]. YOLOv7 outperforms specific previous 
models in this regard. Furthermore, the study 
applied YOLOv8 to detect waste visually, 
leveraging the efficiency of YOLOv8, the latest 
object detection model in the YOLO series, 
specifically for automated waste sorting, [14]. 
YOLOv8 is used for automated waste sorting to 
improve safety and efficiency in waste treatment 
procedures. The outcomes show that YOLOv8 is an 
effective tool for enhancing waste management 
procedures since it outperforms state-of-the-art 
waste detection and classification algorithms. 

However, research on the use of YOLO for 
identifying different things was also conducted, and 
it was discovered that deep learning techniques are 
used for garbage detection. The study also creates a 
garbage image categorization system based on deep 
learning, [15]. Its primary goals are to compare deep 
learning neural network models, identify the best 
classifier, create online apps, and implement neural 
networks. According to the results, 
inceptionResnetv2 has an 89% detection accuracy 
and a 0.8 loss value. It performs better in terms of 
detection when compared to the two migration 
models mentioned above. 

Based on a review of related research, the 
researcher applies YOLO for real-time CCTV image 
detection to sort out overflowing garbage bins in 
Bangkok by comparing the YOLO architecture in 
each version including YOLOv5n, YOLOv6n, 
YOLOv7, and YOLOv8n to get the model with the 
best accuracy. 
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3  Methodology 
 
3.1 Data Collection and Preparation of 

Datasets 
The image datasets from the internet and video 
images of Bangkok's public garbage dumps were 
used for testing in this study. Then, the images were 
enhanced using three image augmentation 
techniques: horizontal image inversion, brightness 
adjustment, and 90-degree rotation. This produced 
1,383 images, which were then labeled into two 
classes using the Roboflow tool: bin images and 
garbage images. Later, the data set was divided into 
3 parts: training with 1,105 images, validation with 
139 images, and testing with 139 images, or 
equivalent to 80:10:10. An example of the data set is 
shown in Figure 2. 

 

 

 

 
Fig. 2: Example of data set 

3.2  Model Training 

The images were resized to the same size, 640×640 
pixels, in 3 channels. Then, the images were trained 
with the validation dataset to measure the 
performance of the model and set the threshold 
equal to 0.25, the IoU (Intersection over union) 
value equal to 0.50, trained for 100 epochs. In each 
model, the researcher selected the model with the 
smallest size to reduce the training time as when 
testing the model, it was found that the smallest size 
is sufficient for classification. Therefore, the models 
used include YOLOv5n, YOLOv6n, YOLOv7, and 
YOLOv8n. 
 YOLOv5n: The most recent network model in 
the YOLOv5 series is the YOLOv5n. On the one 
hand, the YOLOv5n network model features fast 
reasoning speed and good detection accuracy. In 
contrast, the YOLOv5n network model's weight file 
is very small—roughly 75% less than YOLOv5s—
meaning that YOLOv5n is well suited for 
deployment to embedded devices for real-time 
detection because automatic driving lane curvature 
target identification relies heavily on the precision, 
real-timeliness, and lightweight nature of the model, 
[16].  
 YOLOv6n: YOLOv6 through the development 
of a parameterizable network structure based on 
RepVGG-EfficientRep and Rep-PAN, as well as 
improvements to the backbone network, neck, 
detection head, and training method. Therefore, 
YOLOv6n reduces more parameters and processing, 
but the average recognition accuracy is significantly 
lower as a result. Regarding models operating on 
devices with high-performance computing, [17]. 
 YOLOv7: Additionally, YOLOv7 makes use of 
the idea of deep supervision. To guide the weight of 
the external network, it provides an additional 
auxiliary head structure in the middle network layer. 
These mono-modality object recognition approaches 
achieve performance as well as real-time inference. 
However, these object detection models only use 
one stream. Consequently, the advantages of each 
stream—such as precise edges and suitable 
illumination in infrared images and the object's 
color and detail information in red-and-green 
images—cannot be utilized by these models. 
Enhancing object detection performance across all 
streams requires appropriate feature exploitation, 
[18]. 
 YOLOv8n: The four components of YOLOv8n 
are the input, backbone, neck, and head. The C2f 
and CBS modules, which extracted features from 
the input image, made up the majority of the 
Backbone. The C2f module allowed for the 
gathering of rich gradient information while being 
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lightweight. The neck implemented feature pyramid 
networks and path aggregation network topologies, 
which improved the network's capacity for feature 
fusion by merging features of various scales. Three 
distinct scale detection branches were present in the 
head, and non-maximum suppression (NMS) was 
used to determine the ideal detection box, [19]. 
 
3.3  Model Performance Evaluation 
The performance of the model is measured by 
determining the precision, recall, and mean average 
precision (mAP), which are values obtained from 
the testing method to determine the predictive value 
of the accuracy of the data, [20], as detailed below: 
 1) Precision is a measure of the accuracy of the 
prediction. If the value is large, it means that the 
evaluation method has high accuracy as shown in 
Equation 2. 
 
                       𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑃

𝑇𝑃+𝐹𝑃
   (2) 

 
2) Recall is a measure of the accuracy of the 

model by considering each class separately as 
shown in Equation 3. 

 
                              𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃

𝑇𝑃+𝐹𝑁
   (3) 

 
3) Mean Average Precision (mAP) is the average 

of the Precision and Recall of objects in the image 
as shown in Equation 4. 

 

𝑚𝐴𝑃 =
1

𝑁
∑ 𝐴𝑃𝑖

𝑖=1

𝑁

 

 
TP (True positive) is the positive correct 

prediction value and TN (True negative) is the 
negative correct prediction value, while FP (False 
positive) is the positive false prediction value and 
FN (False negative) is the negative false prediction 
value. 
 
 
4   Result and Discussion 
To compare each version of YOLO, the resources of 
the computer are determined on the same basis: 

 CPU: Intel(R) Core(TM) i7-9700 
CPU@3.00GHz 

 GPU: NVIDIA® GeForce® GTX 1660 Ti 
 RAM: 16 GB 
 Storage: 220 GB SSD. 
 Operating System: Windows 11 Home Single 

Language 

We also used Google Colab with Tesla T4 GPU 
to train the neural networks, and 100 epochs were 
trained for every model, and hyperparameters were 
configured to default. However, for YOLOv7, after 
training with 100 epochs, it was found that the 
performance value was quite low (unable to 
recognize the class of the test data set). Therefore, 
we increased the number of epochs from 100 to 200, 
and the results of increasing the number of trains 
showed that the efficiency increased. The 
comparison results are shown as follows: 

 
Table 1. Model performance comparison results 

Model Precision Recall mAP:0.5 mAP:0.95 

YOLOv5n 0.938 0.890 0.945 0.633 

YOLOv6n 0.717 0.617 0.716 0.370 

YOLOv7  0.340 0.319 0.246 0.082 

YOLOv7 
(200 epochs) 

0.893 0.758 0.868 0.466 

YOLOv8n 0.941 0.876 0.938 0.707 
 

From Table 1, the comparison of model 
performance results showed that YOLOv5n had the 
highest mAP:0.5 value; that is, the model was able 
to classify classes with an accuracy of 94.50%, 
which when compared to YOLOv8n, the value was 
not much different. If we consider using the test data 
set to test the model to predict at a confidence level 
of 0.50, it is found that YOLOv5n and YOLOv8n 
can predict more accurately than YOLOv6n and 
YOLOv7, as shown in Figure 3. 

 

 
(A) YOLOv5n 

  (4) 
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(B) YOLOv6n 

 
(C) YOLOv7 

 
 

(D) YOLOv8n 
Fig. 3: Results obtained from experiments on the 
test dataset. 
 

Based on the experimental results, we will focus 
our presentation on YOLOv5n and YOLOv8n as 
they are the models with the highest accuracy 
values. It can be seen that the confusion matrix 
results have similar classification values, with 
YOLOv5n being able to predict 90% of garbage 
images with 96% of bin images, while YOLOv8n 
can predict 96% of garbage images with accuracy 
and predict the accuracy of 91% of garbage images 
and 84% of bin images, Table 2 and Figure 4. 

 
 
 

Table 2. Confusion matrix results of YOLOv5n and 
YOLOv8n 
True Label 

YOLOv5n 
Predicted Garbage Bin Background 
Garbage 0.90 0.00 0.73 
Bin 0.00 0.96 0.27 
Background 0.10 0.04 0.00 
YOLOv8n 
Garbage 0.91 0.00 0.72 
Bin 0.00 0.84 0.28 
Background 0.09 0.06 0.00 

 

 
Fig. 4: mAP rate for comparison of YOLOv5n and 
YOLOv8n 

 
We can apply the results from this experiment to 

develop a mobile or web application to notify of 
overflowing garbage bins as the resulting model can 
accurately classify or predict garbage and bins. The 
establishment of this system should be synchronized 
with CCTV cameras deployed in different 
communities throughout Bangkok, aiming to 
observe overflowing garbage bins and promptly 
alert relevant agencies or individuals in the vicinity. 
This integration facilitates quicker and more 
efficient responses, [21]. Although using a different 
version of YOLO, the goal is to focus on garbage 
detection in urban communities. This research 
applied a refined YOLOv3 network model utilized 
for garbage identification and classification. Based 
on the dataset gathered for this purpose, the network 
has been optimized. The findings indicate that the 
suggested strategy might make a significant 
contribution to smart cities’ ability to manage 
garbage more effectively. Additionally, the study 
strives to enhance the precision of automatic 
garbage recycling, accelerate computational 
processes, and reduce the model size, all while 
ensuring practical applicability in real-world 
garbage recycling scenarios, [22]. This research 
presents a unique YOLO-based neural network 
model using Variational Autoencoder (VAE). A 
decoder, a convolutional predictor, and a 
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convolutional feature extractor make up the model. 
After training, this model outperforms current 
models like YOLOv1 and Fast R-CNN, with a 
correct rate of 69.70% and 32.1 million parameters, 
processing at a pace of 60 frames per second (FPS). 
Moreover, the study affirms that using YOLO in 
garbage detection proves to be an effective means of 
controlling garbage pollution, [23]. This research 
primarily enhances the spatial pyramid pooling with 
average pooling, mish activation function, 
concatenated densely connected neural network, and 
hyperparameter optimization, this research provided 
an optimized YoLOv4-tiny model to detect floating 
junk. With a size of 16.4 MB and better results of 
74.89% mean average precision, the suggested 
model is the best compromise among the other 
models. In terms of model size, detection time, and 
memory space, the suggested model performs well 
and may be integrated into low-cost devices. 
 
 
5   Conclusion and Future Work 
This research applied YOLO to detect 1,383 images 
of overflowing garbage bins, classified into 2 
classes: garbage class and bin class. Currently, as 
YOLO has been developed in several versions, we 
compare each version, including YOLOv5n, 
YOLOv6n, YOLOv7, and YOLOv8n, using the 
smallest hyperparameter size as it has features to 
classify images. The comparison results showed that 
YOLOv5n had the highest mAP:0.5 value, and the 
model was able to classify with an accuracy of 
94.50%, which when compared with YOLOv8n, the 
values were not much different. Using the test 
dataset to test the model to predict at a confidence 
level of 0.50, it is found that YOLOv5n and 
YOLOv8n can predict more accurately than 
YOLOv6n and YOLOv7. Considering the confusion 
matrix results, YOLOv5n can predict the accuracy 
of 90% of garbage images and 96% of bin images 
while YOLOv8n can predict 91% of garbage images 
and 84% of bin images. 

Nonetheless, Bangkok or related organizations 
can utilize the model to expand, for instance, by 
developing a smartphone application that links to 
CCTV cameras and grants public officials and 
citizens access to the system. When the system 
notices that garbage bins are overflowing, it will 
promptly alert the local populace or relevant 
agencies. This is to allow people to take part and 
learn about the consequences of pollution from 
overflowing garbage bins. Additionally, it facilitates 
effective pollution reduction and timely waste 
management. 

Therefore, we intend to create an alert system 
that will subsequently sound upon CCTV cameras 
detecting overfilled bins.  Notifications will be sent 
to the appropriate authorities and the neighboring 
residents, along with an image and location of the 
overflowing garbage bins. 
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