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Abstract: This research delves into the fascinating intersection of formal language theory and molecular biology
by examining DNA splicing systems. DNA splicing is a process of rearranging genetic material by cutting and
rejoining DNA strands. Researchers have developed computational models inspired by these mechanisms, which
are splicing systems that allow for simulation and analysis of the process of cutting and pasting DNA to produce
new strands. This study builds upon prior research that defined the n-th order limit language, a concept initially
introduced by Goode and Pixton and subsequently refined by defining based on rules perspectives. While origi-
nally rooted in the biological characteristics of DNA splicing, this concept is now being re-examined within the
framework of the Păun splicing system. This shift in focus moves away from purely biological models and em-
braces language generation processes, aligning with the well-established Chomsky hierarchy. By redefining the
n-th order limit language in this context, the research seeks to strengthen the theoretical foundation and expand
the practical applications of DNA splicing systems in formal language theory.
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1 Introduction
In the formal language theory field and informational
macromolecules, the DNA splicing system stands as a
computational model motivated by the biological pro-
cess with regards to DNA recombination or splicing,
[1]. In molecular biology, DNA splicing refers to the
rearrangement of genetic material by cutting and re-
joining DNA strands, which is a fundamental mecha-
nism for generating genetic diversity and facilitating
various cellular processes, [2]. In the field of com-
puter science and linguistics, Formal language theory
stands as a foundational pillar that delves into the sys-
tematic study of languages, their structures, and the
mechanisms through which they can be recognized
and generated, [3]. This theory provides a frame-
work for understanding the intricacies of language,
both natural and artificial, by utilizing mathematical
models and abstract concepts.

Besides, an intriguing application of formal lan-
guage theory can be found in DNA splicing systems,
which bridges the gap between computer science and
molecular biology. DNA splicing involves the re-
arrangement of genetic information within DNA se-
quences, [4]. By viewing DNA sequences as strings
and applying formal grammar, researchers can model
the splicing process as language, [5]. This unique

intersection showcases the versatility of Formal lan-
guage theory beyond traditional linguistic applica-
tions, contributing to advancements in biocomputing
and DNA manipulation techniques.

In the past studies that have been conducted, the
n-th order limit language definition, which was intro-
duced by [6], has been improvised in [7]. Initially,
n-th order limit language, Ln is defined as deleting
words that are transient inLn−1. The number of rules,
as well as the number of initial strings contained in the
splicing system, are highlighted in the extension of
the research done by [7]. The characteristics, the re-
lation with finite state automata and validation of the
model in laboratory experiments have been studied,
explored, and performed, respectively, [7]. However,
the results are derived from a model of a splicing sys-
tem which is aimed at preserving the biological char-
acteristics with respect to the splicing process.

Therefore, in this research, the direction is shifted
and explored to a model based on language genera-
tion according to Chomsky’s hierarchy. In addition,
some modifications, such as the variable of the splic-
ing system applied when forming the definition from
another type of splicing system, which is widely used
when it comes to research that focuses on the genera-
tion of language which is Păun splicing system, [8].
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This research addresses critical inquiries concern-
ing Păun splicing systems, with the overarching goal
of advancing our understanding and applications in
formal language theory. Previously, the n-th order
limit language was defined using the Head splicing
system, which is the forerunner splicing system that
only focuses on the biological perspectives. In this
research, the investigation focuses on the reframing
of the n-th order limit language in the Păun splic-
ing system framework, which is related to language-
based, with an emphasis on aligning its definitionwith
a model rooted in language generation processes. The
goal is to enhance the precision and applicability of
the existing definition, providing a more robust theo-
retical foundation for Păun splicing systems.

In the following section, the foundational aspects
of this research are introduced.

2 Preliminaries
This section provides several fundamental definitions
pertaining to formal language theory as well as the
n-th order limit language.

Definition 1: Alphabets, [9]
The alphabet, represented by the symbol, Σ, refers
to a fundamental concept in formal language theory,
serving as the primary set of symbols utilised to
create strings in a language. It establishes the basis
for defining the grammar rules as well as the syntax
pertaining to a language.

Definition 2: Strings, [10]
A string represents a finite sequence of characters
or symbols selected from a particular alphabet,
expressed as |w|.

Definition 3: Language, [11]
L is expressed as a set of possibly finite sets of strings
pertaining to some finite alphabet. Here, Σ∗ denotes
the set of all possible strings of a finite alphabet Σ.
Note that, L ⊆ Σ∗.

Definition 4: Limit Language, [2]
Limit language, often known as a first-order limit
language, is a splicing language generated by the
molecules that persist after the splicing system has
finished or accomplished equilibrium.

Then, the Head splicing systems used in this study
are presented below.

Definition 5: Head Splicing System, [4]
The spicing system is comprised of four unique
groups of elements, for instance, A, I,B as well as
C, which are explained below:

A represents an alphabet set,
I denotes a set of initial strings,
B symbolises a set of rules, which resembles
5’−overhang or blunt end,
C denotes a set of rules, which resembles
3’−overhang.

Then, an example of language production by the
Head splicing system is presented.

Example 1
LetS = ({w, x, y, z}, {αwxzzwxxyβ}, {(w, xz, z), (w, xx, y)},
∅), in which w and z, as well as x and y, complement
each other and α, β,w, x, y, z ∈ A∗.

Then, the splicing language formed by the
splicing system is referred to as L(S) =
{αwxxtβ, αwwyzα′, βxxxyβ′, αwyyzwwyzα′,
β, αwxzzwyyzwwyzα′, . . .}, where α′, β′ ∈ A∗.

Based on the number of rules, the splicing sys-
tem’s language limit at the second order is as follows:

L2(S) =

 αw(xzzw ∪ yyzw)∗xxyβ,
α(xzzw ∪ yyzw)∗wyzα′,
β′(xzzw ∪ yyzw)∗xxyβ


Subsequently, the n-th order limit language is

displayed as below.

Definition 6: n-th Order Limit Language, [6]
Assume Ln−1 is the set of second-order limit lan-
guage pertaining to L, whereas the set of Ln pertain-
ing to n-th order limit language of L to represent the
set of the first-order limit language ofLn−1. Note that
Ln may be attained from Ln−1 by differentiating the
strings transient in Ln−1.

Khairuddin et al. subsequently altered the innova-
tive concept, observing that while the rules governing
the splicing system determine the sequence of the
limit language, they must entail certain limitations,
[7]. The polished iteration of the definition can be
seen as follows.

Definition 7: n-th Order Limit Language from the
Rules Perspective, [7]
Finite rules utilised in the splicing system signify the
limit language order generated by the splicing sys-
tem. Here, the rules must be non-identical with each
other to satisfy the requirement of the n-th order limit
language. Moreover, the rules must also maintain
consistent crossing site lengths. This criteria defines
a splicing language. n-th order limit language, ex-
pressed by Ln(S) provided that the set of string pro-
duced in Ln(S) is distinct from the set of strings of
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L1(S), L2(S), ..., Ln(S). In other words,
n∩

i=1

Li = ∅

and L1(S) ̸⊂ L2(S) ̸⊂ ... ̸⊂ Ln(S).

The n-th order limit language generalization is pre-
sented by the following cases in the table as follows.
Table 1 presents the definition of the n-th order limit
language based on the view of rules utilised in the
splicing system. Six cases are consider a scenario
with c initial strings and b rules. The following six
cases must be addressed: Case 1: one initial string
and one rule; Case 2: one initial string and two rules;
Case 3: one initial string and three rules; Case 4: one
initial string and b rules; Case 5: two initial strings
and b rules; and Case 6: c initial strings and b rules.

  Table 1. The Cases of Generalization of the n-th
                          Order Limit Language
No of Initial Strings Number of Rules Order of Limit Language

1 1 First-order Limit Language
1 2 Second-order Limit Language
1 3 Third-order Limit Language
1 b n-th order Limit Language
2 b n-th order Limit Language
c b n-th order Limit Language

The n-th order definition originally derived from
the Head splicing system, which is built upon the
actual splicing process of DNA in a laboratory
lab. Since in this research, the exploration is on a
language-based splicing system, which is an extended
H splicing system developed by Păun, the definition
above will be improved from time to time to en-
counter the requirement of the production of the lan-
guage based on language perspectives.

Thus, the n-th order limit language generalization
by using is given as follows.

Example 2 Let S =
({a, c, g, t} , {(µwxzzwxxy . . . γ), . . . , } ,
{(w, xz, z) , (w, xx, y) , . . . , (eb, xb, fb)} , ∅ in
which w and z, as well as x and y, accomplish one
another whereas µ, γ, w, x, y, z ∈ A∗. Additionally,
the initial string is elaborated below.

5′ − µwxzzwxxywxyz . . . γ − 3′

3′ − µ′zywwzywxzyxw . . . γ ′ − 5′

After the splicing process, the splicing language is

formed as below:

L (S) =



µwxyzγ, µwwyzµ′, γ′wxyzγ,
µwxzzwxyzγ, µwxzzwwyzµ′,
γ′wxzzwxyzγ,
µwxzzwxxywxyzγ,
µwxzzwxxywwyzµ′,
γ′wxzzwxxywxyzγ,
µwxzzwxxywxyzxxyzγ,
µwxzzwxxywxyzxwyzµ′,
γ′wxzzwxxywxyzxxyzγ,
µwxzzwxxywxyzxyyzwxyzγ,
µwxzzwxxywxyzxyyzwwyzµ′,
γ‘wxzzwxxywxyzxyyzwxyzγ, . . .



,

where µ′, γ′ ∈ A∗.
Provided that the order is determined via the rules

used in the splicing system is shown below.

Ln (S) =



µw (xzzw ∪ xxyw ∪ xyzx ∪ yyzw
∪xyz . . . ∪ . . .)∗γ,
µw (xzzw ∪ xxyw ∪ xyzx ∪ yyzw
∪wyz . . . ∪ . . .)∗µ′,
γ′w (xzzw ∪ xxyw ∪ xyzx∪
yyzw ∪ xyz . . . ∪ . . .)∗γ


Next, the grammar definition is presented to

enhance the understanding of language production,
as the splicing system used in this research is based
on language production within the framework of the
Chomsky hierarchy.

Definition 8: Grammar, [12]
Grammar is used to typify a language L. Based on
Chomsky, it is a term employed in listing the strings
of Σ∗ in L. Grammar has 4 kinds of tuples, which
are V, T, S and P represented as G = (V, T, S, P ),
in which V represents non-terminal, T denotes
the terminal symbol, S represents the start sym-
bol, and P refers to the production. Chomsky
categorizes grammar into four types: type 0, type
1, type 2, and type 3, representing unrestricted
grammar, context-sensitive grammar, context-free
grammar as well as regular grammar, accordingly.
The diagram below illustrates the grammar hierarchy.

Since the n-th order limit language only generates
a regular language, as portrayed in the n-th order
limit language study in the Head splicing system,
[7], this investigation seeks strategies to enhance the
computational power of the n-th order limit language
by emphasizing on language generation. Conse-
quently, the extended-H splicing system is chosen for
its theoretical advantages. The EH splicing system
definition is given below.
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Definition 9: Extended-H splicing system, [13]
Suppose extended Head splicing system is denoted by
γ = (V, T,A,R), comprisingV as the set of alphabet,
T denotes a terminal symbol, A represents the set of
axiom, while R refers to the set of rules.

The language production by extended-H splicing
systems employed in this research are then shown
below.

Example 3 γ = ({a, b, c, d, e}
{a, b, c, d}, {cabd, caebd}, {c#ca#ebd, ce#$b#d})

Provided that the first rule is applied to the ax-
ioms, the resulting language is illustrated as follows.

(c|anbnd, ca|ebd) −→ (cebd, can+1bnd)

Therefore, the axiom generated from the 1st splicing
will be spliced by employing the 2nd rule, as shown
below.

(ce|bd, can+1bn|d) −→ (ced, can+1bn+1d)

The language generated by the extended H splic-
ing system is expressed by L(γ) = {canbnd|n ≥ 1}.

Then, two lemmas recalled from n-th order limit
language generalization, involving the combination
of the string as well as the pattern of the string, are
presented below.

Lemma 1, [7]: If b ≥ 1 rule is employed in the
splicing system, then 2(b − 1) different combination
of the string in the language is generated.

Lemma 2, [7]: If c number of initial strings are
employed in the splicing system, then c(2c + 1)
pattern of strings pertaining to the language is
achieved.

The next section introduces the n-th order limit
language based on the perspective of the extended-H
(EH) splicing system.

3 n-th order Limit Language in
Extended-H (EH) Splicing System
Perspectives

In this section, we revisit and refine the concept of
the n-th order limit language, reinterpreting it in the
framework of the EH splicing system. The revised
definition not only clarifies the original concept but
also lays the groundwork for introducing a new un-
derstanding of the n-th order limit language generated
by the EH splicing system. By framing the definition
within this context, we aim to provide a deeper in-
sight into how these languages evolve under different
splicing system in term of language generation. Addi-
tionally, several theorems and lemmas are presented

to explore and solidify this new definition, offering a
thorough examination from a rule-based perspective
in EH splicing system. These theoretical tools help
to formalize the behaviour of the n-th order limit lan-
guage, ensuring a comprehensive understanding of its
structure and the mechanisms that govern its genera-
tion of language in the EH splicing system.

The n-th order limit language definition from the
generation of language perspectives built upon the
EH splicing system is described as follows.

Definition: Suppose γ = (V, T,A,R) is an EH
splicing system in which V is an alphabet of the
system, T ⊆ V denotes a terminal alphabet, A ⊆ V ∗

represents a set of axioms, while R refers to a set of
rules over A, where Rn, 1 ≤ n ≤ k.
We define
L(γ) = σ∗(A)∩T ∗≠ Ln(γ) = σ∗(A)∩T ∗ and Ln

can be obtained in L(γ) by removing string that can
be spliced using rules.

Suppose L(γ) represents the splicing language
from the splicing system. Then, we express Ln(γ)
given that n represents the limit language order that is
defined by the number of rules utilised in the splicing
system. Thus, the rule must be different from each
other, and the length of the rule must be the same.
The language formed by splicing system is L(γ) =
σ∗(A) ∩ T ∗. Therefore, Ln(γ) is different from the
set of string L(n+1)(γ), L(n+2)(γ),…, provided that
n∩

i=1

Li = ∅ with L1(γ) ̸⊂ L2(γ) ̸⊂ ... ̸⊂ Ln(γ).

This definition illustrates the language formed by
the EH splicing system, a language-based splicing
system, which bears similarities to the language
established by the Head splicing system. These
similarities will be proven in the theorem below.

Theorem 1. For every language produced by the
Head splicing system, there is an equivalent language
in the EH splicing system.

Proof. Suppose S = (A, I,B,C) represents a
Head splicing system while y = (V, T,A,R) is the
EH splicing system. By contrasting the tuples that
exist in the splicing system, A (in the Head splicing
system) is a set of alphabets similar to the tuple V
(in the EH splicing system), which is the variables.
For instance, I (in the Head splicing system) is the
initial string, which is also homogeneous with the
tuple A (in the extended H splicing system). Since
the tuple B and C are equivalent to the rule used
in the Head splicing system, they are also similar
to the R tuple in the extended H splicing system.
The claim is that both splicing system generates
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the same splicing language, and this claim will be
proved by direct proof for the initial string and an ax-
iom in the Head and EH splicing system, respectively.

Let S be a Head splicing system having
an initial string and a rule, S = (w, x, y, z
, µwxzzγ, w, xz, z, ∅), in which w and z as well
as x and y, represent the complements of each other
with µ, γ, w, x, y, z ∈ A∗. The initial string is
described below.

5′ − µwxzzγ − 3′

3′ − µ′zywwγ′ − 5′

The language resulting from the splicing process
appears as given below.

L(S) = {µwxzzγ, µwwyzµ′, γ′wxzzγ},

where µ′, γ′ ∈ A∗. It can be generalized as
L(S) = {µ . . . γ, µ . . . µ′, γ′ . . . γ}, where a part of
the string, wxzz, wwyz can be any alphabets.

The order is determined by the number of rules.
Thus, the given expression for the first-order limit lan-
guage or the limit language of the splicing system is
given below.

L1(S) = {µ . . . µ′, γ′ . . . γ},

This EH splicing system uses a rule and an axiom.
The following can be obtained such as follows.

Let γ = (a, b, a, b, ab, ab) represent an extended
H splicing system having one axiom as well as a rule.
Following the implementation of the rule, the axiom
will be divided into 2 parts.

a|b

In that case, the splicing language formed by the
aforementioned splicing system can be restated as fol-
lows.

L(γ) = σ∗(A) ∩ T = ab, aa, bb

Following the utilization of a rule within the splic-
ing system, the 1st-order limit language is delineated
below.

L1(γ) = {aa, bb}

For comparing both splicing systems in Case 1, an
alternative writing approach is suggested for the splic-
ing language formed from the Head splicing system
(1) and the EH splicing system (2), including:

L(S) = {µ . . . γ, µ . . . µ′, γ′ . . . γ} (1)

L(γ) = {ab, aa, bb} (2)

The first order limit language generated from the
Head splicing system (3) as well as the EH splicing
system (4) can be presented as follows.

L1(S) = {µ . . . µ′, γ′ . . . γ} (3)

L1(γ) = {aa, bb} (4)

Based on the explanations above, the language
pattern formed by the Head splicing system is similar
to the language produced by the EH splicing system.
The same pattern can be expected for the different
number of axiom/initial strings as well as rules in the
Head splicing system for the respective language in
EH SS.

Theorem 2. For every n-th order limit language
generated by the Head splicing system, there exists
an equivalent n-th order limit language in the EH
splicing system.

Proof. By referring to Equation 1 and 2 for the
splicing language and Equation 3 and 4 for limit lan-
guage obtained by the splicing systems, the splicing
language as well as the order of the limit language
is equivalent. It utilises the same number of rules
in both spicing systems. The claim is that the spic-
ing system γ = (V, T,A,R) forms the same splic-
ing language and limit language as splicing system
γ = (V, T,A,R), and this claim will be proven by
induction:

Let S = ({w, x, y, z} , {µwxzzγ}, {w, xz, z}, ∅)
be Head splicing system as well as γ =
(a, b, a, b, ab, ab) be EH splicing system which
operates by a rules, w, xz, z and ab respectively.
We can observe that using the same rules results in
the splicing language as well as the limit language
being identical. Furthermore, the order of the limit
language remains consistent.

Assume that the k-th iteration splicing in S =
(A, I,B,C), every L(S) that generates by splicing
in S = (A, I,B,C) also exist by splicing in γ =
(V, T,A,R) in k steps and will introduce as L(γ).
Suppose L(S) be a splicing language obtained by
splicing in k steps in S = (A, I,B,C) and as-
sume that L(S)may be spliced using rules which can
be B or C, generating a splicing language L(S) in
(k + 1)th iteration of splicing.

By hypothesis, it is known that L(γ) exists
in language obtained by k iteration of splicing in
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γ = (V, T,A,R). The arguments show that initial
I can be spliced in S = (A, I,B,C) to obtain
the same product L(γ) in (k + 1)th iteration in
γ = (V, T,A,R) in exactly the same argument in
basic steps of the proof.

Recalling Lemma 1 and Lemma 2, which discuss
the number of combinations and patterns of strings
in the limit language generated by the Head splicing
system as described in the preliminaries section,
the following lemmas demonstrate that using the
EH splicing system results in the same number of
combinations and patterns of strings in the limit
language. This conclusion is drawn because the
same string patterns are observed in Theorem 1 and
Theorem 2.

Lemma 3. Every combination of the language
produced by the EH splicing system and Head splic-
ing system is 2(b−1), where b denotes a set of axioms.

Proof. b number of rules in the EH splicing system
and Head splicing system will produce the same
2(b− 1) combination of the strings sinceB ∪C ∈ R.
Hence, the theorem is proved.

Lemma 4. Every pattern of the language produced
by the Head splicing system and EH splicing system
γ = (V, T,A,R) is c(2c+ 1) in which c represents a
set of rules.

Proof. c number of axiom in the EH splicing sys-
tem and c number of initial string in the Head splicing
system will produce the same c(2c+1) pattern of the
string since I ∈ A. Hence, the theorem is proved.

According to the lemma provided, the rules
employed in the splicing system will influence the
synthesis pertaining to the splicing language, while
the initial strings or axiom utilized in the splicing
systemwill determine the language pattern generated.
Then, the theorem below is presented.

Theorem 3. The EH splicing system producing n-th
order limit language ,γ = (V, T,Ac, Rb) contain of c
number of axiom and b number of rules based on the
enhanced n-th order limit language definition relying
on the rules perspectives.

Proof. The n-th order limit language yields 2(b− 1)
combinations of strings and c(2c + 1) patterns of
strings relying on the Lemma 3 as well as Lemma 4.
The theorem has been demonstrated for both EH, and
it has been shown that the Head splicing system will
generate the identical splicing language. Thus, the
following generalization is obtained: the language as
follows is produced by combining the lemmas for b

rules and c axioms in order to generalize the n-order
of the limit languages.

4 Conclusion
The transition of this study from a purely biologi-
cal perspective to a language-based splicing system
is clearly articulated through the various definitions,
theorems, and lemmas discussed earlier. This shift
represents a significant change in focus, moving away
from models that are solely grounded in biological
contexts and instead embracing the principles of lan-
guage generation.

In this new framework, the study explores how
splicing systems can be applied to understand lan-
guage generation. The theorem presented effectively
shows that the results obtained from the Head splic-
ing system are remarkably similar to those derived
from the Extended-H splicing system. Specifically, it
demonstrates that both systems produce comparable
outcomes when it comes to splicing language, limit
language, and the order of the limit language.

By highlighting these similarities, the study under-
scores the potential for applying splicing systems to
a broader range of contexts beyond biological appli-
cations. This approach not only validates the use of
language-based splicing systems but also illustrates
their versatility and relevance in various fields of
study. The comparison of the Head and Extended-H
splicing systems provides valuable insights into how
different splicing systems can yield similar results,
thereby enhancing our understanding of language
generation processes and their underlying structures.
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