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Abstract: - Solar power prediction plays an essential role in functioning, mapping, and obtaining energy and 
climate goals in 2030 and beyond and contributing to real-time balancing of the power system. On the other 
side, electricity consumption is influenced by Heating Degree Days (HDD), Cooling Degree Days (CDD), 
average monthly temperature, energy management, human behaviour, architecture, orientation, and many other 
factors. The simulations are performed based on three consecutive energy consumption data for a typical 
dwelling in Tirana city. Once the base case scenario is designed, the model is validated based on the monthly 
electricity bills.  In the base case scenario are included some energy efficiency measures (EEM) afterward the 
optimization of the supply side using PV and Solar Water Heating is part of our simulation, too. The focus of 
our work is to design a correlation between the relationship consumption and generation of electricity 
given as a dependent variable (Y), which is regressed with weather parameters given as independent variables 
(Xi) under Durbin Watson statistics. The output of the study can help designers to compile a reliable power 
system, better utilization of energy resources, and forecasting accuracy analysis from both sides of the energy 
system (demand and supply side).  The tested household and EEM applied in the proposed scenario may lead to 
an electricity reduction level of 8655 kWh per year and 76.6 % of solar fraction is used to meet the hot water 
demand. 
 
Key-Words: - Energy forecasting, Multi-Variable Regression Analyses, Photovoltaic, Durbin-Watson statistic, 

Sustainability, and RETScreen energy modeling tool. 
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1  Introduction 
To domesticate clean energy solutions and cope 
with growing energy demand and shifting existing 
energy systems to 100% renewable energy systems 
is still very critical issue for many countries 
worldwide, [1]. Different approaches and energy 
modeling tools that incorporate advanced statistical 
techniques are more than a condition toward flexible 
energy systems, and time-stratified analysis of 
electricity consumption as given in the case of 
Turkey using a regression and neural network 
approach, [2]. In this regard regression analysis as 
an exhaustive technique in statistics that supports 

linking independent variables influencing a matter 
of economic such as price fluctuations can 
occasionally turn deadly as a result of the domino 
effect they generate [3], technical or environmental 
and food, wheat production issues using a quantile 
regression analysis as stated in the study [4] is used 
in many studies in the field of renewable power 
systems.  An econometric analysis of the impact and 
elasticity of human resources outflow and 
remittance with economic growth in Ukraine proves 
that remittance has a direct relationship with 
economic activity rate, a cyclical and multiplicative 
relationship with the inflationary process, and the 
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last is that an indirect effect on capital using 
Dynamic Regression Models, [5]. Further on 
modeling and energy optimization of a thermal 
power plant using a multi-layer perception 
regression method enables to estimate the 
relationship between input-independent and output-
dependent variables, forecasts the energetic data, 
and highlights the benefits of the Bayesian 
Regularization method in the energy sector, [6]. The 
operation enables to fit on problems related to 
statisticians, economics, and engineering experts to 
focus on the elements that matter the most, which 
should be ignored, and which of them influence 
reciprocally when a distribution and an alignment 
between parameters is established. A Real-Time 
Price (RTP) based power scheduling scheme can be 
implemented effectively in Smart Grid to match 
supply and demand. A Smart Grid has a two-way 
digital communication system, and it encourages 
customers to actively participate in different types 
of Demand Response programs and can be valuable 
to forecasting electricity prices using the Seasonal 
ARIMA model and Implementing Real-Time 
Pricing (RTP) based tariffs in a Smart Grid as given 
in the study of [7]. Independent variables play an 
important role in various regression analyses 
especially if they have been provided from direct 
onsite measurement, statistics, and other official 
sources. The more accurate independent variables 
the more precise and better understanding of 
dependent variables (DR) would be carried out for 
long-term predictions, [8]. More specifically, in 
energy and climate issues considering the supply 
side which can be shifted and optimized in terms of 
renewable energy sources (RES) precise prediction 
using statistical analyses is necessary. Such analyses 
are in the crave of sizing and to concisely estimate 
the future potential of RES power plants that are 
required to meet demand. In terms of prediction, 
electricity suppliers are concerned with various time 
fractions such as hourly, seasonal, and yearly 
production to smooth the consequences arising from 
the contract with the government or other end users 
in Albania, [9]. In recent years, the implementation 
of different forecasting methods applied in the 
energy sector, especially for PV forecasting has 
become a sprightly and even more interesting 
research field, as project revenue is strongly affected 
by weather data variations in time such as solar 
irradiance, temperature, dust, wind speed and 
humidity, [10], [11]. Therefore, the possibility to 
predict the PV power generation and other forms of 
RES energy systems (based on daily, monthly, and 
hourly up to 24 h or even more to every 15 min 
resolution) can be very important for well-regulated 

small-scale grid-connected PV systems. 
Applications for residential usage, are fragile as 
such power systems should oversee working in a 
well-connected power network. The forecasting 
methods, in the energy sector and climate-related 
issues, especially those related to intermittent 
energy sources such as photovoltaic, wind, tidal, etc. 
can be classified into two groups as physical models 
or statistical models, [12]. In the case of using the 
physical modeling approach, the generation in time 
from a tested PV is designed and modeled by 
inputting weather variables, mainly radiation and 
temperature known as numerical weather prediction 
(NWP) models. Instead, the statistical forecasting 
approach is performed when past measured time 
data series are available, denominated as time series 
graphs, [13]. The statistical models are 
uncomplicated and manageable compared to 
physical models owing to less input data and lower 
computation intentions to predict generation is 
required. Many researchers have composed the 
value of time series models including Auto-
Regressive (AR), integrated (I), and Moving 
Average (MA), which can be combined to bring 
forth well-known ARMA and ARIMA models, [14]. 
These models are the most unpretentious ones 
performed in the field of times series forecasting as 
such models use historical data points of the 
dependent variables, acquainted as endogenous 
forecasting. Exogenous forecasting employs a 
historical dataset of independent predictors 
diametrically different as in the case of using 
dependent variables In general, nowadays 
mathematics methods that enable to shape in time 
solar radiation as an independent variable affecting 
the power generation from PV are nonidentical, and 
may include linear regression models [15], Auto-
Regressive (AR) model [16], Moving Average 
(MA) models, Artificial Neural Network (ANN) 
models, [17]. Being recognizant by the fact that 
besides technical advancements and technological 
improvements photovoltaic power generation is 
strongly affected by a mix of sundry weather 
parameters. In this case to include more than one 
predictor in the PV modeling process, a 
multivariable regression model can be used to bring 
to fruition the most accurate and representative 
prediction model. In conclusion, our study is 
focused on the integration of small rooftop PV 
plants in the household sector part of the Tirana 
region. The integration of onsite RES with help end-
users to pay reduced energy bills and will play a 
critical role in reducing emissions, bringing homes 
towards nearly zero energy building (nZEB) in 2030 
and positive energy building (PEB) in 2050. Besides 
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the security of supply, such systems would help in 
job creation and redesigning urban infrastructure to 
unlock the potential for carbon emissions reduction, 
[18]. 
 
 
2 Multivariable Regression Analysis 

towards Smart Grid Systems 
Photovoltaic power generation for hours or days 
ahead can contribute to efficient and economic use 
of energy resources and can allow planners to adapt 
better the amount of energy in a future growing 
demand. Furthermore, the desire for the 
development of electrical smart grids drives the 
need to have a day ahead production information to 
channel the energy flows, optimizing benefits by 
applying energy storage systems such as reducing 
congestion problems, arbitrage, smoothing PV 
generation, peak shaving and deferral in distribution 
and transmission power lines [19], storing and 
delivering it with lowest impact into the grid.  
 
 
3  Simple Linear Regression 
The simple linear regression model is the most 
elementary regression model in statistics with only 
one predictor X and can be written as given in Eq.1, 
[20]. 
𝑌𝑖 = 𝑏 + 𝑎𝑋𝑖 + 𝜀𝑖 𝑤ℎ𝑒𝑟𝑒 𝑖 = 1,……… , 𝑛, (1) 
 
where 𝑌𝑖, 𝑋𝑖 reflect the values of the response and 
predictor variables in the test, respectively; 𝑎 is 
called the intercept, and 𝑏 is the slope of the line, 
while the last term 𝜀𝑖 belongs to error from  
𝑁(0, 𝜎𝜀

2). Using some method like 𝑙1 regularization 
[2], the ordinary least squares method, which relies 
on minimizing the sum of square of errors ∑𝜀𝑖2. For 
the simple linear regression model the ordinary least 
squares estimations of 𝑎 and 𝑏 can be carried out by 
using expression in Eq. 2: 
𝑏̂ = 𝑌̂ − 𝑎̂𝑋𝑖̂ (2) 

 
Or in the extended form b value can be carried out 
by using expression in Eq.3: 
 

𝑎̂ =
∑ (𝑋𝑖 − 𝑋̂) ∙ (𝑌𝑖 − 𝑌̂)𝑖

∑ (𝑋𝑖 − 𝑋̂)
2

𝑖

 
   

(3) 

 
The goodness R2 of fit is defined from Eq.4: 
 

𝑅2 =
∑ (𝑌̂𝑖 − 𝑌̂)

2
𝑖

∑ (𝑌𝑖 − 𝑌̂)
2

𝑖

 
(4) 

3.1  Multiple Linear Regression Model 
In our case study, the power generation from PV 
plant in time and weather variables were used as an 
input to frame a multiple regression model with 
interaction effects, which occurs when the effect of 
the predictors varies. Such interaction is gifted as a 
product of the diverse predictors (independent 
weather variables) representing an extension of the 
general regression model as given in Eq.5. 
 
𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 +… . 𝛽𝑛𝑥𝑛 + 𝜀 (5) 

 
𝛽0 represents the intercept and each 𝑥 belongs to 
various independent weather variables (predictors), 
while the other 𝛽 parameters belong to the slope 
coefficient of the variable and are defined in the 
designed model with the focus to minimize the error 
𝜀. As a result, the interaction effects of the multiple 
regression model can be written (Eq.6). 
 
𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥1𝑥2 +⋯ .𝛽𝑛𝑥𝑛

+ 𝛽1𝑥𝑚𝑥𝑛 + 𝜀 
(6) 

𝑥1𝑥2 represents the interaction between two 
variables. 
 
3.2  Matrix Form of Multiple Regression 
The matrix form of multiple regression model 
consists of a column of ones and p column vectors 
of the observations on the independent variables and 
can be written as in Eq. 7. 
 

𝑀 =

(

 

1
1
⋮
1

𝑋11
𝑋21
⋮
𝑋𝑛1

 𝑋12
𝑋22
⋮
𝑋𝑛2

⋯ 
…
⋮
1

𝑋1𝑝
𝑋2𝑝
⋮
𝑋𝑛𝑝)

  

(7) 

 
The vector of parameters to be estimated using 
formula in Eq.8 
 
𝛽 ∈ 𝑅𝑝+1 (8) 

on the other hand, 𝛽 can be carried out using Eq. 9. 
 
𝛽 = (𝛽0, 𝛽1………… . . 𝛽𝑝)

𝑇 (9) 

for 𝜀 values taken in Eq.10  
 
𝜀 ∈ 𝑅𝑛 

(10) 

𝜀 = (𝜀1, 𝜀2………… . . 𝜀𝑛)
𝑇 (11) 
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The vector 𝛽 belongs to a vector of unknown 
constants and is matter of estimation from the data 
by 𝛽̂. The normal form can be written as following: 

 
𝑋𝑇𝑋𝛽̂ = 𝑋𝑇𝑌 (12) 
 
If 𝑋𝑇𝑋 has an inverse, then the unique solution of 
normal equations given by Eq. 13: 
 
𝛽̂ = (𝑋𝑇𝑋)−1 ∙ 𝑋𝑇𝑌 (13) 
 

The vector 𝑌̂ of estimated means of the 
dependent variable 𝑌 for the values of the 
independent variables 𝑋1, 𝑋2………… . . 𝑋𝑛 in the 
dataset is computed as given in Eq. 14: 

 
𝑌̂ = 𝑋𝛽̂ (14) 
 
However, to express 𝑌̂ as a linear function of 𝑌 
expression in Eq.15 can be used.  

𝑌̂ = ⌊𝑋(𝑋𝑇𝑋)−1 ∙ 𝑋𝑇⌋𝑌 
(15) 

 
 

4  The Energy Modeling Tool 
 
4.1  RETScreen Expert 
Almost always the system's complexity, available 
energy data, demographic issues, economic and 
policy factors, the way of accessing and real-time 
technical support, all-in-one concept execution, and 

the country context are the main factors influencing 
the right energy modeling tool, [1]. Driven by the 
above-mentioned factors, the RETScreen energy 
model, a clean energy management software 
platform that enables low-carbon planning, 
implementation, monitoring, and reporting reliably 
[20] as the modeling tool is chosen. The supply side 
(PV generation), and demand side (tested household 
energy consumption) in the light of different energy 
efficiency measures, locations, and technical 
systems including the optimization of the supply 
side can be carried out. Various climate data are 
provided by the RETScreen Climate Database 
(CanmetENERGY), which has integrable Energy 
Resource Maps in a high-resolution way, [21]. The 
model flowchart from base case scenario up to 
proposed scenario and regression analyses is given 
in Figure 1. 

The multiple combinations regression analysis 
fits in creating multiple regression analysis for 
multiple combinations of various predictors in one 
sickle grabbing. By alleviating a bond between 
considerable factors of influence and a dependent 
variable such as the demand side and supply side of 
energy (consumption/production) with a single 
mathematical equation and evaluating the most 
influencing drivers, [20]. The model is very highly 
sweeping and can be used besides all for educational 
and teaching purposes [1], such as the University of 
Toronto, Polytechnic University of Tirana, etc. 

 

 
Fig. 1: Energy model flowchart supported by RETScreen Expert: Modified after [1], [20], [21] 
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4.1.1 Application of Multivariable Regression 

Model with Multiple Combinations of 

Factors in Household Sector 

After all, the selection of independent variables (e.g. 
factors of influence), in a regression that predicts the 
consumption side or supply side known as the 
dependent variable, sags on technical or other 
characteristics (age, size, geometry, construction, 
and location) that impact the overall energy system 
from both sides demand side and supply side, [1]. In 
our case study climate parameters are the main and 
crucial factors of influence in the demand side 
section. The consumption of residential buildings is 
splited to meet HVAC and DHW and many other 
services and equipment (lighting, refrigerators, 
cooking, cleaning, etc.). Consumption is impacted 
highly by weather-dependent variables including 
daylight, humidity, HDD, CDD, temperature, etc. In 
the study demographic characteristics, population 
age, and economic aspects are not considered [22], 
as different categories of home users may require 
higher energy demands and higher comfort levels 
due to income level. Climate could also be 
responsible for short-term fluctuations in energy 
consumption, as milder than usual weather could 
decrease annual energy demand, while severe winter 
or hot summer seasons could cause consumption 
peaks, as our national annual energy balance is 

characterized, [23]. Hence, in principle, better 
monitoring of energy use in dwellings can be 
achieved by correcting the demand side to 
counterbalance the effects of weather regressed with 
HDD/CDD or temperature, while photovoltaic 
generation can be regressed with horizontal solar 
radiation, tilted solar radiation, and average 
temperature. This way of portraying our energy 
system enables the creation of a multivariable 
regression, which in the end can be merged [20] 
including the beginning date and duration of the 
baseline scenario. First, the baseline or reference 
period is constructed using three annual consecutive 
energy consumption from the electricity bills and 
power production of the tested PV plant. The last 
step is the choice of the regression model that can be 
employed. There are two options of choosing daily 
or duration, [20]. In our analyses, a "Daily" method 
is used as it is given in Table 1. The daily regression 
method facilitates the creation of a daily average for 
each dependent variable, and the coefficient 
calculated by the model, while "Duration” uses the 
time intervals that experts evaluate of importance, 
and no averaging is used, [20]. In Table 1 the 
independent variables that impact consumption and 
production for the tested dwelling located in Tirana 
city are given. 

 

 
Table 1. Representation of the dependent function (Y) and independent variables used to regress the demand 

and supply side of the tested household 

Dependent variable 
Electricity Consumption 

(kWh) 
Y Variable Order 

Independent variable HDD (°C-d) X1 1 
Independent variable Average Monthly Temperature (°C) X2 2 
Independent variable CDD (°C-d) X3 3 
Method    Daily  
Weighted    Yes  
    
Dependent variable  Electricity generation (kWh/month) Y Variable Order  
Independent variable Daily solar radiation – horizontal 

(kWh/m2/d) 
X1 1 

Independent variable Daily solar radiation – tilted 
(kWh/m2/d) 

X2 2 

Independent variable Average temperature (°C) X3 3 
Method    Daily  
Weighted    Yes  
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Fig. 2: Historical electricity consumption balance (2021 – 2023) of the tested household (kWh) 

 
The energy consumption referring to the last 

three years is provided from the owner's official 
electricity bills. In Figure 2 the electricity bills are 
given monthly basis for the following years 2021, 
2022, and 2023. The average electricity 
consumption for the chosen period falls between 
490-500 kWh per month. The peak demand for 
electricity is observed in the winter months, 
January, February, November, and December. 

As can be seen from Figure 2 electricity demand 
is not equally distributed on a monthly and yearly 
basis, too. Based on these data and forecasted 
weather data taken one can find of important to 
develop a correlation between energy consumption 
as a dependent variable and weather parameters 
such as HDD, CDD, and monthly average 
temperature known as independent parameters. 
Durbin Watson's statistic of the chosen variables to 
detect the presence of autocorrelation at lag 1 in the 
residuals from our regression analysis is used. The 
Durbin-Watson equation can be given from the 
expression in Eq. 16 and can be served as one way 
to test to determine whether autocorrelation is 
present, [20]. 

 

𝑑 =
∑ (𝑒𝑡 − 𝑒𝑡−1)

2𝑇
𝑡=2

∑ (𝑒𝑡)
2𝑇

𝑡=1

 
(16) 

 
The results and interpretation of the regression 

will also change if other predictors are added into 
the chosen control volume. The method, in cases 
when predictors are missing, may affect the 
regression, in that case, the idea to include as many 

predictors as possible does not work due to six 
reasons explained in the study, [1]. 

 
 

5  Simulation and Results 
In this study, the regression of both sides of our 
energy system is performed. The regression uses 
three following electricity data consumption (Figure 
2) defined as the demand side used as primary 
values to be regressed as a function of HDD as 
given in Figure 3. The total number of observations 
is 36, each month represents an observation value 
that should be regressed. 
 

 
Fig. 3: Correlation between electricity demand and 
Heating Degree Days (HDD) (°C-d) at 18ºC  

0

200

400

600

800

1000

1200

1400

1600

1800

2000
A

n
n

u
al

 E
le

ct
ri

ci
ty

 c
o

n
su

m
p

ti
o

n
 in

 m
o

n
th

ly
 

b
as

is
 (

kW
h

)

Months

2021 Electricity 2022 Electricity 2023 Electricity

y = 0,0006x2 + 0,1058x + 436,87
R² = 0,8815200

400

600

800

0 200 400 600

El
ec

tr
ic

it
y 

d
em

an
d

 (
kW

h
)

HDD 18°C (°C-d)

HDD 18°C (°C-d) Line Fit  Plot

Electricity (kWh)

Predicted Electricity (kWh)

WSEAS TRANSACTIONS on ENVIRONMENT and DEVELOPMENT 
DOI: 10.37394/232015.2024.20.52 Raimonda Dervishi, Erjola Cenaj, Lorenc Malka

E-ISSN: 2224-3496 535 Volume 20, 2024



Figure 3 is given the prediction of electricity 
demand (kWh) as a function of HDD. The 
simulation result it is evidenced a good correlation 
between electricity demand for space heating and 
HDD leading to an R2 value of 0.8815. The 
mathematical relation has polynomial form and is 
represented by the Eq. 17:  
𝑦 = 0.0006𝑥2 +  01058𝑥 +  436.87   (17) 

 

 
Fig. 4: Correlation between electricity demand and 
Cooling Degree Days (CDD) at 10ºC (°C-d) 
 

In the graph in Figure 4 the prediction of 
electricity demand (kWh) as a function of CDD for 
the tested household is given. In this case, R2 is 
lower than regressed with HDD (Figure 3) and 
results 0.8528. The expression that correlates 
electricity demand as a function of CDD is 
represented in Eq. 18:  
𝑦 = 0.0021𝑥2  −  1.1789𝑥 +  565.7   (18) 

 

 
Fig. 5: Correlation between electricity demand and 
Average Monthly Temperature (°C) 

 
In the graph in Figure 5 the prediction of 

electricity demand (kWh) as a function of Average 
Monthly Temperature (°C) is plotted. The 
simulations show that R2 is higher than values 
carried out in the graphs in Figure 3 and Figure 4. In 
this case, a goodness fit value R2 of 0.9233 is carried 
out. The mathematical relation of electricity 
consumption as a function of Average Monthly 
Temperature as ploted in Figure 5 has polynomial 
form and can be represented from Eq. 19: 
𝑦 = 0.8146𝑥2  −  30.422𝑥 +  712.15   (19) 
 

Based on the above information we can make a 
forecast of electricity consumption based on the 
above numbers. The prediction is executed between 
two confidence bounds, lower and upper as plotted 
in the graph in Figure 6. 

 
Fig. 6: Electricity consumption prediction for the tested household 

y = 0,0021x2 - 1,1789x + 565,7
R² = 0,8528

200

400

600

800

0 100 200 300 400 500 600

El
ec

tr
ic

it
y 

d
em

an
d

 (
kW

h
)

CDD 10°C (°C-d)

CDD 10°C (°C-d) Line Fit  Plot

Electricity (kWh)

y = 0,8146x2 - 30,422x + 712,15
R² = 0,9233

200

400

600

800

0,0 5,0 10,0 15,0 20,0 25,0 30,0

El
ec

tr
ic

it
y 

(k
W

h
)

Average Monthly Temperature (°C)

Average Monthly Temperature (°C) Line Fit  
Plot

Electricity (kWh)

Predicted Electricity (kWh)

225,44

717,80

0

100

200

300

400

500

600

700

800

3
1

-J
an

-…

3
1

-M
ar

-…

3
1

-…

3
1

-J
u

l-
…

3
0

-S
ep

-…

3
0

-N
o

v-
…

3
1

-J
an

-…

3
1

-M
ar

-…

3
1

-…

3
1

-J
u

l-
…

3
0

-S
ep

-…

3
0

-N
o

v-
…

3
1

-J
an

-…

3
1

-M
ar

-…

3
1

-…

3
1

-J
u

l-
…

3
0

-S
ep

-…

3
0

-N
o

v-
…

3
1

-J
an

-…

3
1

-M
ar

-…

3
1

-…

3
1

-J
u

l-
…

1
-O

ct
-…

1
-D

ec
-…

3
1

-J
an

-…

3
1

-M
ar

-…

3
1

-…

3
1

-J
u

l-
…

1
-O

ct
-…

1
-D

ec
-…El

e
ct

ri
ci

ty
 d

em
an

d
 (

kW
h

)

Electricity demand (kWh)
Forecast(Electricity demand (kWh))
Lower Confidence Bound (Electricity demand  (kWh))
Upper Confidence Bound(Electricity demand (kWh))

WSEAS TRANSACTIONS on ENVIRONMENT and DEVELOPMENT 
DOI: 10.37394/232015.2024.20.52 Raimonda Dervishi, Erjola Cenaj, Lorenc Malka

E-ISSN: 2224-3496 536 Volume 20, 2024



To forecast the electricity consumption, there 
are used monthly electricity bills for three 
consecutive years in the tested and validated 
household too. While predictors (independent 
variables) are provided from the RETScreen 
weather data base. As can be seen from the graph in 
Figure 6 the consumption reaches a minimal and 
maximal value of 225.4 kWh in the lower 
confidence bound and 717.8 kWh in the upper 
confidence bound, respectively. 

In the graph in Figure 7 normal probability plot 
of electricity demand (kWh) is given. 

 

 
Fig. 7: Probability dispersion (%) of electricity 
demand (kWh) for the tested household 
 

The normal probability distribution of electricity 
consumption can help decision makers to rapidly 
assess its' variability in the sample percentile as it is 
given in the graph in Figure 7. 

 In the graph, in Figure 8 the predicted 
electricity generation from a tested rooftop 
photovoltaic system with an installed capacity of 5.5 
kW as a function of Daily solar radiation - tilted 
(kWh/m2/d) is given. 

As it is shown in the graph in Figure 8 the 
correlation between electricity generation and daily 
solar radiation - tilted (kWh/m2/d) is very strong as 
R2 results 0.9553. The predictor and dependent 
variable are linearly correlated as given in Eq.20:  

 
𝑦 = 142.26𝑥 +  19.555 (20) 

 
In the graph given in Figure 9, the predicted 

electricity generation from a tested rooftop PV plant 
with an installed capacity of 5.5 kW as a function of 
average monthly temperature (oC) is given. 

 

 
Fig. 8: Electricity generation from tested PV with a 
capacity of 5.5 kW as a function of Daily solar 
radiation - tilted (kWh/m2/d) 
 

Fig. 9: Electricity generation from tested PV with a 
capacity of 5.5 kW as a function of Average 
Monthly Temperature (°C) 
 

As shown in the graph in Figure 9 the 
correlation between electricity generation and 
Average Monthly Temperature (°C). is lower if the 
predictor would be Daily solar radiation - tilted 
(kWh/m2/d) as given in Figure 8. In this case, R2 
results 0.8015. The predictor and dependent variable 
are linearly correlated as given in Eq.21:  

 
𝑦 = 25.171𝑥 +  400.3 (21) 

 
The correlation between predicted electricity 

production and as a function of horizontal daily 
radiation (kWh/m2/d) is given and represented by 
the graph in Figure 10. In this graph the correlation 
between predicted electricity production and as a 

y = 0,0102x2 + 1,858x + 366,53
R² = 0,9863
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function of horizontal daily radiation (kWh/m2/d) is 
given.  

 

 

 
Fig. 10: Predicted electricity generation (kWh) from tested rooftop PV system with an installed capacity of 5.5 

kWp as a function of horizontal daily radiation (kWh/m2/d) 
 

 
Fig. 11: Probability dispersion (%) of electricity generation (kWh) from tested rooftop PV system with an 

installed capacity of 5.5 kWp 
 
 

The regression leads to a polynomial form of 
DR and independent variable as given in Eq. 22. 
This equation correlates horizontal monthly 
radiation and electricity generation (DR) for the 
tested the rooftop PV plant with an installed 
capacity of 5.5 kW.  

 
𝑦 = −61.54𝑥2 + 1870.39𝑥 +  2115.45  (22) 

  
The correlation is almost strong as the R2 value 

is approximately 0.930. The above expression given 
in Eq.22 can be used by other experts in the field of 
energy planning to forecast future electricity 
generation from on-site PV. 

 
The graph in Figure 11 provides a distribution 

of the possible values for the energy production for 

the tested rooftop PV plant with a capacity of 5.5 
kWp. The value of each point represents the 
frequency (%) of values that fall in the range 
defined by the proposed system. As it can be seen 
from graph 11 only 40 % of the cases will produce 
less than 600 kWh per month and the rest fall 
between 700 and 1100 kWh per month. Analyzing 
the simulation result represented in the graph in 
Figure 11 a good balance between predicted energy 
demand and supply side is placed. From the 
simulation, an R2 value of 0.9618 results, and the 
linkage between DR and independent variable is of 
polynomial form as given in the expression in 
Eq.23: 

 
𝑦 = −0.0539𝑥2 + 13.232𝑥 +  263.96 (23) 

 

y = -0,0539x2 + 13,232x + 263,96
R² = 0,9618
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Fig. 12: Expected electricity generation trend from tested rooftop PV system with an installed capacity of 5.5 
kWp 

 
To forecast the electricity generation, there are 

used three consecutive electricity generations of a 
tested rooftop PV plant with a total installed 
capacity of 5.5 kWp provided by the study, [1]. In 
the graph in Figure 12 for the chosen PV technology 
and capacity a forecasting methodology using 
RETScreen Expert model using upper and lower 
confidence bound for electricity generation is 
carried out. The simulation of the proposed PV plant 
will guarantee stable electricity generation (green 
region graph).  

 
 

6  Model Validation: Tested 

 Household 
The private apartment chosen for this case study is 
situated in Tirana city and is part of mid-rise 
category, with a living area of 115 m2 and serves to 
accommodate 4 people. The energy consumption 
carried from the model is validated based on 
monthly electricity bills, identified as a base case 
scenario. After implementing EEM such as exterior 
wall insulation, double glass windows, efficiency 
management and replacement of existing lights to 
more efficient lights and performing optimization of 
the supply side that includes technical systems such 
as 5.5 kWp PV plant installed on the roof PV and 
solar heating water panel (SHW) with a gross area 
of (3.73 - 4.1) m2, the proposed scenario is designed 

using RETScreen modeling tool. The proposed 
scenario is designed based on recommended values 
for heat transfer coefficients provided from [1], 
[24], [25]. Exterior walls of the building envelope 
should have a heat transfer coefficient equal to or 
less than 0.38 W/m2K, while windows should have a 
heat transfer coefficient not more than 2.2 W/m2K 
(if new construction 2.0 W/m2K), [24]. Existing 
water heating is provided from an electric boiler 
(2.0 kW) with a total volume of 80 Liter. Daily 
water consumption is calculated from the model 
based on a selected occupancy rate of 100% at a 
desired water temperature of 60°C. 

The total energy demand in the base case results 
in 23,132 kWh per year. The distribution of energy 
consumption per each end-use for the tested 
household is given in the graph in Figure 13. 

After implementing the energy efficiency 
measures, the total energy consumption is reduced 
in the base case resulting in 14,436 kWh per year as 
given in the graph in Figure 14.  

The distribution of energy consumption per 
each end-use is given in the graph in Figure 14. As 
can be seen from differences between graphs 13 and 
14 the energy consumption is reduced by 37.6%.  

In the graph in Figure 15 simulation results for 
the case of improved household (after EEM 
implementation) including optimization of the 
supply side for the tested household are depicted. 
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Fig. 13: Basecase scenario energy distribution by 
end use for the tested household 
 

 
Fig. 14: Proposed case energy distribution by end 
use for the tested household 
 

 
Fig. 15: Scenario Energy distribution by end use 
(kWh). SWH: Solar model Rehau AG+CO: 4.1 m2 

 
Besides energy reduction from the application 

of the above-mentioned EEM, when a 5.5 kWp 

rooftop PV power plant for power generation and a 
solar water heating plant (SWH) to meet hot water 
demand is installed it will reduce further electricity 
consumption by 11,264 kWh in annual basis. Hence, 
the proposed energy systems will provide a lot of 
energy to the system and if better managed it can be 
a very good approximation to convert the tested 
household to PEB as given in the study of [1] and 
can deliver the excess during peak off-peak hours to 
the national distribution line or it can be stored, 
using batteries, EV or it can be used to run Heat 
Pumps or produce H2  

 
 

7  Multivariable Regression Analyses 

Results and Discussion 
One way to test to determine whether 
autocorrelation is present in a time-series regression 
analysis [20] is by using the Durbin-Watson test for 
the chosen parameters. The simulation results on the 
demand side (electricity consumption) as a 
dependent function (Y) are executed as a function of 
HDD, Average Monthly Temperature) and CDD as 
given in Table 2. As can be seen from the Table 2 
the number of observations used is 36 (36 months of 
electricity bills). The coefficient of multiple 
determination (R²) results in 0.608, while the 
coefficient of multiple determination – Adjusted 
(Ra²) results in 0.571. F-test (p-value) for the 
multiple regression analyses results 1.19E-06. The 
Durbin -Watson statistic results in 1.3. This number 
is important if the results are more than 1 and less 
than 2 [20]. As a result, good modeling means that 
the proposed model can be applied for extended 
scientific work and long-term energy scenarios. 

In that case, the correlation is not strong enough 
as the coefficient of multiple determination (R2) is 
approximately 0.608 if the combination among 
independent variables is fixed as follows: X1=HDD, 
X2=Average Monthly Temperature, and X3=CDD. 
Coefficient values of a, b, c, and d are given at the 
end of the simulation results (Table 2) In this case 
the mathematical expression given in Eq.24. 
𝑌 = 0.035449 ∙ 𝑋1 + 19.7538 ∙ 𝑋2 − 0.00572 ∙
X3 + 1.925  

(24) 
 

The same philosophy of multiple regression on 
the supply side that includes a rooftop PV plant for 
electricity generation as a dependent function (Y) 
regressed as a function of three independent weather 
values:  
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Table 2. Multivariable regression results for the case of electricity consumption using the Durbin-Watson 
statistic test 

Variables 

Y Electricity consumption (kWh) 
X1 HDD 
X2 Average Monthly Temperature 
X3 CDD 
Method Daily 
Weighted Yes 
Regression results 
Number of observations:  36 
Number of iterations:  11 
The sum of residuals:  0.876425997 
Average residual:  0.024345167 
Residual sum of squares - Absolute:  122.3769247 
Residual sum of squares - Relative:  119.2796493 
Standard error of the estimate:  1.930670619 
Coefficient of multiple determination(R²):  0.608005179 
Coefficient of multiple determination – 
Adjusted (Ra²):  

0.571255664 

Root-mean-square error (RMSE):  1.95557636 
Coefficient of variation of the RMSE:  0.120510784 
F-test (p-value):  1.19E-06 
Net determination bias error (NDBE):  0.0015 
Durbin-Watson statistic:  1.4 
Coefficient results 
Equation Y=a·X1+b·X2+c·X3+d Standard error t-ratio p-value User-

defined 
a 0.035441774 0.00101 35.03 0 0.0354 
b 19.7538 0.52840 37.38 0 19.753 
c -0.00572 0.0010 -5.364 6.89E-06 -0.0057 
d 1.925 0.2741 7.0262 5.78E-08 1.9259 

X1=Daily solar radiation tilted, X2=Horizontal 
monthly radiation and X3=Average Monthly 
Temperature as depicted in Table 3. 

As can be seen from the simulation result in 
Table 3. 

The number of observations for the tested PV 
plant is 36 The coefficient of multiple determination 
(R²) results in 0.951, while the coefficient of 
multiple determination – Adjusted (Ra²) results in 
0.947. F-test (p-value) for the multiple regression 
analyses results 1.19E-06. The Durbin - Watson 
statistic results approximately 1.902. which is more 
than 1 and less than 2. As a result, a good modeling 
output, which means that the proposed model can be 
applied for extended scientific work and long-term 
energy scenarios. 

From the simulation, it is observed that a good 
correlation between Y and X1, X2 and X3 is 
evidenced and given by the mathematical expression 
in Eq. 25 The coefficient of multiple determination 
(R²) results 0.951 and adjusted (Ra²) of 0.947. 
Coefficient values of a, b, c, and d are given at the 
end of the simulation results (Table 3) 

𝑌 = 803.85 ∙ 𝑋1 + 399.9401 ∙ 𝑋2 + 94.619 ∙ X3
+ 1834.180 

(25) 
 
Equation 25 can be used to approximate the 

electricity generation in each system of independent 
variables (X1, X2, and X3). In the graph, in Figure 
16 combined multivariable regression for actual 
electricity generation versus predicted electricity 
generation of the proposed PV plant with a total 
installed capacity of 5.5 kW is depicted. As clearly 
shown from the graph in Figure 16 a good fit 
between actual electricity generation and predicted 
values is observed, in the case of a multivariable 
regression. 

The regression analyses clearly show that 
predicted baseline electricity generation is strongly 
correlated with the actual electricity values as their 
respective lines fitted well in time. Electricity 
generation from tested PV plants is highly 
influenced by X1=Daily solar radiation tilted, 
X2=Horizontal monthly radiation, and X3=Average 
Monthly Temperature.  
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Table 3. Multivariable regression results for the case of electricity generation using Durbin - Watson statistic 
Variables 

Y Electricity Generation (kWh) 
X1 Daily solar radiation - tilted 
X2 Horizontal monthly radiation  
X3 Average Monthly Temperature 
Method Daily 
Weighted Yes 
Regression results 

Number of observations:  36.000 
Number of iterations:  12.000 
The sum of residuals:  178.980 
Average residual:  4.972 
Residual sum of squares - Absolute:  13914332.921 
Residual sum of squares - Relative:  13771108.977 
Standard error of the estimate:  656.009 
Coefficient of multiple 
determination(R²) 

0.951 

Coefficient of multiple determination – 
Adjusted (Ra²) 

0.947 

Root-mean-square error (RMSE) 659.411 
Coefficient of variation of the RMSE:  0.073 
F-test (p-value) 0.000 
Net determination bias error (NDBE) 0.001 
Durbin-Watson statistic 1.902 
Coefficient results 
Name Value Standard 

error 
t-ratio p-value User-

defined 
a 803.8547792 410.6688 1.957428 0.0590 803.8547 
b 399.9404001 330.8295 1.208902 0.2355 399.9404 
c 94.61995227 23.90696 3.957841 0.0003 94.61995 
d 1834.180139 746.6704 2.456479 0.0196 1834.180 
Equation:  a·X1+b·X2+c·X3+d 
 
 
 
 

Fig. 16: Combined multi-variable regression for actual electricity generation versus predicted electricity 
generation from the tested rooftop PV plant with a capacity of 5.5 kWp 
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The coefficient of multiple determination (R²) 
results 0.951, while the coefficient of multiple 
determination – Adjusted (Ra²) results 0.947. The 
model can be extended easily on a national level as 
it reduces energy consumption by 8655 kWh per 
year and 76.6 % of the solar fraction is used to meet 
the water heating demand and represent a cheap 
option of integrating onsite RES in the residential 
sector in Albania. 
 
 
8  Conclusion 
According to the simulation executed in the 
RETScreen energy modeling tool is evidenced a 
good regression between a dependent variable and 
independent variables. To verify the goodness of the 
correlation Durbin-Watson test is used. This 
statistical test is used to detect the presence of 
autocorrelation (a relationship between energy 
consumption and generation) in the residuals [20] 
(prediction errors) from a regression analysis of the 
dependent function concerning independent 
variables indexed as X1, X2, and X3. It is observed 
that electricity consumption is influenced by 
Heating Degree Days, average temperature, and 
Cooling Degree Days. The coefficient of multiple 
determination (R²) results in 0.608, while the 
coefficient of multiple determination – Adjusted 
(Ra²) results in 0.571. On the supply side, electricity 
generation is highly influenced by X1=Daily solar 
radiation tilted, X2=Horizontal monthly radiation, 
and X3=Average Monthly Temperature. The 
coefficient of multiple determination (R²) results in 
0.951, while the coefficient of multiple 
determination – Adjusted (Ra²) results in 0.947. In 
both cases, demand and supply side it is observed 
that Durbin – Watson statistic values are higher than 
1 and less than 2. The model can be extended and 
may be easily applicable to analyze the effects of 
EEM on a national level. The tested household and 
EEM applied in the proposed scenario may lead to a 
reduction level of 8655 kWh per year and 76.6 % of 
solar fraction is used to meet the hot water demand.  
The proposed mathematical model can apply to 
regions with similar weather conditions, especially 
in the Mediterranean region as stated in [1]. 
 
 
9  Future Work  
In the future, more variables of influence such as 
economic income level and other social issues that 
impact energy consumption within residential 
sectors will be included. The way toward zero 

emission building (ZEB) is the focus of our future 
research employing advanced statistical methods. 
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