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Abstract: - Multiuser Multiple Input Multiple Output (MU-MIMO) wireless communication systems 
significantly enhance mobile cellular networks by employing Direction of Arrival (DOA) algorithms and 
beamforming (BF) techniques. These technologies enable the prediction of sidelobe signal directions, allowing 
for redirection toward specific desired targets. This research presents various adaptive DOA algorithms 
designed to improve wireless network performance. The study thoroughly examines DOA algorithms, 
including Multi-Signal Classification (MUSIC), Minimum Norm (Min-Norm), Minimum Variance 
Distortionless Response (MVDR), and Bartlett algorithms, comparing them based on angle estimation and peak 
power spectrum. The paper also discusses the concept of separating incoming signals into the Signals of 
Interest (SOI) and Signals Not of Interest (SNOI). Additionally, several BF algorithms, such as Least Mean 
Square (LMS), Recursive Least Square (RLS), and Constant Modulus Algorithm (CMA), are explored and 
evaluated. The research assesses the impact of BF algorithms on Bit Error Rate (BER) with varying numbers of 
antenna elements at the base station (BS). Simulation results indicate that while the algorithms demonstrate 
similar capabilities for interference cancellation, they differ in peak power values and beam widths. 
Furthermore, the accuracy of angle scanning and interference reveals that the algorithms have unique effects on 
directivity and gain, with the RLS algorithm showing slight improvements over the SMI and CMA algorithms. 
The findings highlight that the selection of beamforming algorithms, along with the number of antenna 
elements, significantly affects BER performance. 
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1   Introduction 
Beamforming (BF) techniques are central to 
wireless cellular communication applications, 

including cellular phone systems, unidirectional 
radio and TV broadcasting, as well as satellite and 
radar communications, [1], [2]. In wireless 
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communications, network capacity is primarily 
limited by user interference both within the same 
cell and in neighboring cells. BF techniques enhance 
and direct incoming signals toward the receiver 
(Rx), acting as a signal manipulation method to 
filter desired signals that are affected by unwanted 
interference, such as co-channel interference (CCI) 
and inter-symbol interference (ISI), [2], [3]. 

There are two main classes of antenna array 
signal processing. The first class consists of BF 
algorithms, including Least Mean Square (LMS), 
Recursive Least Square (RLS), and Constant 
Modulus Algorithm (CMA), which have been 
extensively discussed in prior research. The second 
class includes Direction of Arrival (DOA) 
estimation algorithms, such as Multiple Signal 
Classification (MUSIC), Minimum Variance 
Distortionless Response (MVDR), and Bartlett 
algorithms, [4], [5], [6]. The key difference between 
these categories is that the first class focuses the 
array signal toward a specific angle in the main 
beam direction [7], while the second class ensures 
the accurate arrival of the strongest signal at the 
correct angle when a fixed base station (BS) 
communicates with a mobile station (MS) in 
motion. 

DOA estimation is crucial in modern signal 
processing, especially with the growing demand for 
wireless cellular communication services. Recent 
studies have shown that the traditional MUSIC 
algorithm has difficulties in accurately estimating 
coherent signals, leading to significant discrepancies 
between estimated and actual data, [8]. Researchers 
are actively exploring DOA estimation algorithms 
for coherent signals and have compared the 
performance of MUSIC and MVDR against 
traditional BF algorithms [9], as well as conducting 
comparative analyses of various DOA algorithms, 
[10]. However, these studies often involve a limited 
number of antenna elements within a uniform linear 
array (ULA) system. 

Balancing the increasing demands for data 
transmission with limited network resources 
presents a significant challenge. Mobile network 
managers continually optimize RF resources to 
address rising data communication requests using 
BF techniques. Numerous studies have investigated 
new algorithms for BF processes, such as a study on 
the RLS BF algorithm that established a new energy 
model based on the signal-to-interference plus noise 
ratio (SINR), as well as the distance between the BS 
and MS and the beam width angle. 

This article explores various DOA algorithms 
with a focus on directing signal vectors, 
emphasizing the number of antenna elements, that 

can reach up to 128 in a multiuser massive Multiple 
Input Multiple Output (MU-MIMO) system. This 
research has potential applications in future big data 
and Internet of Things (IoT) scenarios. Additionally, 
it introduces a novel approach to investigating 
adaptive BF algorithms, presenting analytical results 
on steering beams toward Signal of Interest (SOI) 
and Signal Not of Interest (SNOI) directions. The 
study also conducts an in-depth analysis of LMS, 
RLS, and CMA beamforming within the MU-
MIMO mm-wave signal band operating at 10 GHz. 
It evaluates the impact of BF implementation on Bit 
Error Rate (BER) regarding data accuracy and 
correctness, providing BER results both with and 
without the application of BF algorithms. 
 
 
2  System Model 
The antenna array structure can be utilized to 
classify the system model. In a smart array antenna 
system, various configurations of antenna elements 
are present on both transceiver sides, with the most 
common types being the Uniform Linear Array 
(ULA) and the Uniform Planar Array (UPA). These 
array sensor elements can be distributed either 
uniformly or non-uniformly. In a ULA, the 
Direction of Arrival (DOA) of the signal can be 
detected and estimated in only one dimension (1D). 
In contrast, a UPA allows for detection and 
estimation in two dimensions (2D). This means that, 
with a UPA, it is possible to determine the location 
of the signal source in both elevation and azimuth 
angles. This paper focuses on the basic Uniform 
Linear Array antenna, [11].   

As shown in Figure 1 (Appendix), this paper 
presents a schematic diagram illustrating the 
proposed DOA algorithms. The diagram highlights 
the features of a linear array antenna at the cellular 
base station (BS), operating at a carrier frequency 
within the mm-wave band. It is assumed that the 
array consists of M antenna elements, which receive 
P signals from various directions. Each antenna 
element experiences zero-mean Gaussian noise with 
a normal distribution. Therefore, the output signal 
y(t)y(t)y(t) generated from all signal sources can be 
expressed as follows, [2]: 

    (1) 

where (t) ( )s(t) (t) x A N . The received array 

sensor data X(t) is , the 
constructed array manifold matrix A(ɵ) is 

, the incoming signal 

vector S(t) is , and the 

1
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modeled sensor noise vector N(t) is 
1 2(t) [n (t),n (t),...,n (t)]T

MN . Then, the steering 
vector “direction-finding vector” can be written as 
[9], [10]: 

  (2) 

where , , and are the spacing between array-
antenna elements, the wavelength of the signal, and 
the angle of arrival (AOA) of the signal source, 
respectively. Each user or MS is supposed to have a 
channel vector that is constructed based on a 
given arriving angle, thus is  
user channel vector. The antenna weight vector  of 
the uniform linear array antenna can be obtained 
from the normalized version of the signal steering 
vector  by the number of antenna elements 
factor [12], [13] as. 

    (3) 

 
Subsequently, channel correlation matrix 

for each user can be described as follows, [11]: 
      (4) 

 
The precise channel covariance matrix R is not 

directly accessible and can be estimated from the 
vector of received signal data, approximating it as: 

1

1ˆ
K

H

xx

kK 

 R xx    (5) 

 
The antenna weight vector is generated by 

normalizing the steering array response vector. 
Consequently, the resulting beamforming technique 
is regarded as traditional, resembling the well-
established classical beamforming approach, [14]. 
 
 
3  The Direction of Arrival 

 Algorithms  
This section provides a detailed overview of various 
types of Direction of Arrival (DOA) estimation 
algorithms used in wireless cellular networks. DOA 
estimation primarily focuses on beamforming 
techniques that scan all potential arrival angles of 
incoming signals. Typically, the beamforming 
scanning angles are expected to range from -90° to 
+90°. Assuming there are no signals (a null signal) 
at the back lobe of the antenna, the scanning 
direction encompasses 180 degrees, which is 
opposite to the main direction. Therefore, the initial 

output signal in Equation (1) can be reformulated as 
follows: 

    (6) 
 

The cumulative received power from the 
Uniform Linear Array (ULA) elements with NNN 
signal sources can be expressed as: 

          (7) 

 
Using the covariance matrix given in Equation 

(5), the overall weighted signal power can be 
restated as: 

   (8) 
 
3.1  Bartlett Direction of Arrival Algorithm  
This subsection presents a mathematical model for 
the Bartlett DOA algorithm. It includes the 
computation of signal steering vectors and total 
received power. The average periodogram 
algorithm, known as the Bartlett method, is a well-
known DOA algorithm in cellular communication. 
In this type of DOA beamforming structure, the 
normalized received weight vector is given by: 

    (9) 

 
The power spectrum of the Bartlett method is given 
by: 

     (10) 

 
The Bartlett technique's beamforming weight 

vector is considered a spatial filter that aligns with 
the incoming data signal. Additionally, the Uniform 
Linear Array antenna compensates for the delays 
introduced by multipath propagation during signal 
reception. 
 
3.2 Minimum Variance Distortionless 

 Response  
A refined version of the Bartlett DOA algorithm is 
known as the Capon beamforming or "Minimum 
Variance Distortionless Response" (MVDR) 
technique. This approach addresses the limitation of 
the Bartlett method, which has difficulty 
distinguishing between signal sources that are close 
together within the beam's width. To overcome this 
issue, a maximum likelihood method is introduced 
for MVDR, aiming to maximize the Signal-to-
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Interference-plus-Noise Ratio (SINR). 
Consequently, the resulting weight vector for the 
Uniform Linear Array (ULA) antenna using the 
Capon technique is presented as shown in Equation 
(11): 

   (11) 

By substituting the estimated weight vector into 
the power spectrum formula outlined in Equation 
(8), the power spectrum received by the array 
antenna can be expressed as: 

    (12) 

 
By deriving the formula in Equation (12), we 

obtain the following expression: 

    (13) 

  
3.3  Multi Signal Classification  
This section focuses on the MUSIC algorithm, a 
well-known beamforming (BF) technique for 
Direction of Arrival (DOA) estimation that is 
extensively utilized in signal processing to 
determine and monitor incoming signal frequencies. 
The MUSIC beamformer relies on spectral 
estimation by exploiting the orthogonality between 
data signals and noise subspaces. Moreover, the 
MUSIC technique can identify the DOAs of 
multiple incoming signal sources, making it a highly 
spatially efficient algorithm that achieves high 
accuracy with a minimal number of antenna 
elements compared to other DOA techniques, [10], 
[15]. 

The concept behind the MUSIC scheme 
involves decomposing the covariance matrix of 
received signal data through matrix operations to 
extract orthogonal signal and noise subspaces. The 
orthogonality between these subspaces is then used 
to generate the spatial spectrum and estimate the 
arrival angles of the signals, [15]. In the MUSIC 
DOA estimation technique, the arrival angles of the 
received signal or autocorrelation matrix can be 
estimated using the eigen-space method. This eigen-
space technique assumes that the incoming received 
signal x(n) consists of P complex exponential 
signals with additive white Gaussian noise, resulting 
in an M×M autocorrelation matrix as outlined in 
Equation (5), [16]. 

The principle of the MUSIC scheme based on 
matrix decomposition can be explained by the 
following theorem: 

Theorem:  assume a matrix m nR A  with rank

 0,min( , )r m n  the SVD of A  is a decomposition 

of form T A U V , with an orthogonal matrices

 1 2, ,..., m m

mu u u R  U and  1 2, ,..., n n

nv v v R  V , 

while  is an m n matrix with 0i

ii

    and

0,
ij

i j    

which is uniquely determined for the matrix A. 
Based on the theorem above and the data model 
described in Section 2, the MUSIC scheme 
comprises signal and noise subspaces, resulting 
from the decomposition process into two orthogonal 
subspaces

SU and
NU . The matrix U contains the 

largest eigenvalues, which correspond to the desired 
signal sources, while the smallest eigenvalues 
correspond to the noise signals. Consequently, the 
DOA angle estimation process can be performed by 
selecting the smallest eigenvalues, utilizing the 
noise subspace for DOA angle estimation, [17], 
[18]. 

Despite the independence of the received data 
and noise signals, the resulting cross-correlation 
matrix matrix  obtained in Equation (5) can be 
decomposed into two submatrices. 

  (14) 

where represents the signal subspace, and  
represents the noise subspace. While it is assumed 
that the signal and noise subspaces are orthogonal, 
achieving this ideal condition in practice can be 
difficult. Thus, using estimated values becomes 
essential. Consequently, the DOA angles estimated 
for the MUSIC technique can be expressed as 
follows: 

 (15) 
 

Thus, the power spectrum of the signal 
calculated using the MUSIC method can be 
expressed as follows: 

  (16) 

 
After performing a peak search within the 

MUSIC power algorithm and identifying the 
maximum power values at specific positions, the 
corresponding angles determine the Direction of 
Arrival (DOA) angles. 
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3.4  Minimum Norm  
The Minimum Norm (Min-Norm) algorithm is 
acknowledged as a high-resolution technique for 
angle estimation, similar to the MUSIC algorithm in 
addressing DOA estimation problems. The 
Minimum Norm method can be better understood 
through the following statement. Let us consider the 
following subspace theorem: 
Theorem: Assume nRV is not an empty matrix, 
which is a collection of vectors, and the matrix V is 
called subspace if a  and b are scalars and the vectors

u


 and v


are in V , then, the combination of a u b v
 



is in V .  
Thus, in Minimum Norm DOA estimation, the 

standard basis subspace is defined according to the 
following definition: 
Definition: 

Let e


be a vector in nR which has a unity entity 
in the thi entry and all other entities are zeros, the thi

column of the identity matrix. Then the formulation

 1 2, , ..., ne e e
  

is the basis for nR  and it is called the 

standard basis of nR . Similarly, the Minimum Norm 
vector is defined by a standard basis that is optimal 
for estimating DOA angles based on the noise 
subspace. Therefore, the 1M   estimated vector can 
be represented as shown in Equation (17). In this 
method, the minimum norm vector is identified as a 
vector located within the noise subspace, with the 
first element set to '1' and having the smallest norm. 
According to the definition, this vector can be 
expressed as follows, [14]: 

 

                (17) 

 
Identifying the Min-Norm vector allows for the 

determination of DOA angles based on the peak 
positions of the resulting power spectrum function. 

 

   (18) 

 
Future directions for this work could involve 

exploring additional aspects, such as DOA 
estimation with Minimum Redundancy Linear 
Arrays (MRLA) and DOA estimation with Time-
Variant Amplitude (TVA), [19], [20]. 
 
 
 

4 Adaptive Beamforming in MU-

 MIMO 
This section explores the analysis of the adaptive 
Beamforming (BF) algorithm, focusing on the 
concepts of Signal of Interest (SOI) and Signal Not 
of Interest (SNOI). This analysis is based on the 
schematic diagram models illustrated in Figure 2 
(Appendix). 

The Base Station (BS) is equipped with N 
Uniform Linear Array (ULA) antenna elements to 
accommodate multiple users simultaneously, while 
each mobile user is equipped with a single antenna 
element. Notably, BF algorithms can be 
implemented for a single user while treating signals 
from other users as sources of interference. 

As shown in Figure 2 (Appendix), a scenario is 
presented where one user is assumed to be the only 
active user, serving as a reference for validating the 
BF process. Consequently, when multiple signal 
branches arrive at the BS, signal processing 
procedures are performed to direct the sum of all BS 
sensor input signals toward the specific direction of 
the SOI while suppressing interference sources by 
steering them toward the null direction of the SNOI. 

Subsequently, the signals from the user at the 
BS can be combined at any given time, representing 
the complete received signal of the kth user within 
the Multi-User Multiple-Input Multiple-Output 
(MU-MIMO) system, [14]. The array factor of the 
elements can be expressed as: 

 
   

2

1
AF = cos 2 1

N

n n

n

w n 


  
      (19) 

 
The output weight of the antenna element is defined 
as: 

    
sinn

d
 




      (20) 
 

In this context, d, λ, and  θ represent the spacing 
between the elements of the antenna array, the 
wavelength of the signal, and the angle of the 
desired signal, respectively. For simplicity, let's 
assume that the Base Station (BS) is equipped with 
four antenna elements (N = 4). As a result, the total 
received output signal in the specified direction of 
interest, referred to as "SOI," is normalized to unity, 
indicating the normalized signal amplitude. This 
concept is detailed in Equation (21), [3]. 
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"SOI," the directions of the output signals from the 
unwanted sources, known as SNOIs, are given in 
Equations (22), (23), and (24). 
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By examining Equations (22), (23), and (24) 

and focusing on the removal of interference sources, 
it is clear that nullifying SNOIs from three different 
angles is essential. As a result, the sum of all 
weighted incoming unwanted signals equals zero, as 
shown in Equation (25). 

      1 2 3
0SNOI SNOI SNOIy y y         (25) 

 
There are four linear equations with four 

unknown variables that represent the required 
weights to be calculated. Thus, determining the 
weight values can be achieved easily through the 
linear solution of the Eq. 21, Eq. 22, Eq. 23, and Eq. 
24), classifying this adaptive Beamforming (BF) as 
a linear algorithm. In contrast, several nonlinear 
adaptive BF algorithms diverge from this approach 
by using nonlinear methods for weight calculations. 
Consequently, the general expression for nonlinear 
adaptive BF can be formulated as follows: 

1
*

1
( ) ( )

N
n

n n n i i

i

dw
T w G p x t w x t

dt





 
   

 
     (26)   

 
In this context, T represents the time constant of 

the smoothing filter, while G signifies the amplifier 
gain. ( )nx t  denotes the input signal from the thn

antenna element, and 
np  indicates the cross-

correlation result between xxx and the output of the 
primary antenna channel, referred to as the reference 
signal. The equation presented in (26) can be 
reformulated in matrix representation as follows: 

𝑤 = 𝜇𝑅−1𝑝

𝑝 = 𝑤𝐻𝑅𝑤
      }   (27) 

where R, w, p, μ represent the correlation matrix 
(covariance matrix), the weight vector, the power 
vector, and the step size value, respectively. 
Additionally, the second part of this paper discusses 
the LMS, RLS, and Constant Modulus Algorithm 
(CMA) in relation to their ability to steer the desired 
signals toward the main response angle while 
suppressing interference signals. Furthermore, the 

latter section of this document examines the LMS, 
RLS, and CMA regarding their effectiveness in 
directing the desired signals to the primary response 
angle and reducing interference signals. 
 
4.1  Least Mean-Squares Algorithm (LMS) 
In the LMS algorithm, the estimation of signal 
weight elements involves calculating the mean 
squares in conjunction with the current weight value, 
which depends on the previous value. As shown in 
Figure 2 (Appendix), the LMS algorithm requires a 
reference signal or training sequence, denoted as 
d(t), to compute the estimation error e(t). This error 
represents the variance between the reference signal 
and the incoming output signals, as illustrated in Eq. 
(28). 

   ( ) ( ) ( )e i d i y i         (28)  
 
When applying the gradient operator to a scalar 
quantity and taking the expectation of the squared 
errors, the result can be expressed as: 

  2 *( ) ( ) ( )E e i e i i   x    (29) 
 

Let 
iw  be the weight vector at sample time i; 

then the updated vector at time i+1 is represented as 
shown in Equation (30), [21]. 

  2( 1) ( ) step ( )i i E e i   w w         (30) 
 
4.2  Recursive Least Squares (RLS) 
The RLS algorithm utilizes the least-squares method 
to update weight elements by minimizing an 
exponentially weighted cost function. This cost 
function consists of two components: the sum of 
weighted squared errors and a regularization term. 
To simplify the representation, the weight updates 
can be expressed in matrix notation as outlined in 
reference, [22]. 

 
1 *

1

( ) ( 1) ( 1)( 1) ( )
( 1) ( ) ( 1)H

i e i i
i i

i i i





 
  

  

R x
w w

x R x
 (31) 

 
Importantly, the inverse of the newly updated 

inverse correlation matrix 1( 1)i R can be expressed 
as follows: 

1 1
1 1

1

1 ( ) ( 1) ( 1) ( )( 1) ( )
( 1) ( ) ( 1)

H

H

i i i i
i i

i i i 

 
 



  
   

   

R x x R
R R

x R x
 (32) 

 
Here, λ represents a small positive forgetting 

constant factor, with a value less than one (λ < 1). 
The initial value of the correlation matrix is denoted 
by 1 1(0)  R I , where δ is a positive constant that 
depends on the signal-to-noise ratio (SNR) level. In 
high SNR scenarios, the value of δ is small, while in 
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low SNR situations, δ is larger. The matrix I 
represents the square N N  identity matrix. The 
revised thi  correlation matrix  can be expressed as: 

1( ) ( ) ( )Hi i i R A A     (33) 
 
And the matrix A can be given by:  

1( 1) ( ) ( ) ( ) ( ) ( ) ( )H Hi i i i i i i

    A A A A x x A   (34) 

 
where 1 1(0)  A I . 
 
4.3  Constant Module Algorithm (CMA)      
The CMA algorithm is utilized in communication 
channels that employ digital phase shift modulations 
such as PSK, BPSK, GMSK, and QPSK. As a 
result, the algorithm performs particularly well 
when signals have a consistent envelope. 

Moreover, CMA beamforming is classified as a 
blind adaptive beamforming algorithm, allowing for 
weight updates without requiring any prior 
information about the desired signal. Additionally, 
the CMA technique takes advantage of the constant 
or nearly constant amplitude characteristics of most 
modulation techniques used in wireless networks. 
However, when the signal is received by the array, 
the receiver maintains a fixed amplitude, and the 
CMA updates the weights as follows:

*( 1) ( ) ( ) ( )w n w n x n n    , where
2*( ) 1 ( ) ( ) ( )n y n y n x n   

 
,  is a small step-size 

factor which is selected to guarantee the weight 
solution converges to the optimal minimum 
solution, [23], [24]. It is acknowledged that the 
updating of weight elements relies solely on the 
current value of the received signal. Therefore, the 
output signal of the CMA is expressed as: 

( ) ( ) ( )H

CMAy i i i w x      (35) 
 

The weight update in the CMA method 
resembles that of the LMS algorithm; however, the 
error is calculated based on the actual received 
signal. Therefore, the next weight update in the 
CMA technique is expressed as follows, [7], [25], 
[26]: 

 2( 1) ( ) ( ) ( ) 1 ( )H

CMA CMAi i i y i y i   w w x   (36) 

 
The output signal of the antenna array sensor is 

generated by multiplying the weight vector with the 
input signals vector, as shown: 

 Hy  w x    (37)  
 

However, the total average output power after 
applying the Beamforming (BF) algorithm can be 

calculated using the updated weights, [27], as 
outlined below: 
𝑃𝑇 = 𝐸{𝑤𝐻𝑥𝑥𝐻𝑤} = 𝑤𝐻𝐸{𝑥𝑥𝐻𝑤} = 𝑤𝐻𝑅 𝑤  (38) 
 
where the channel correlation matrix 𝑥𝑥𝐻 is 

H xx R . The probability of achieving the minimum 
bit error rate (BER) 𝑃𝐵𝐸𝑅 [28] can be derived as: 

min( )
2 2

2

T b b

BER

o o

T

b o

P T E
P e Q Q

N N

P
Q

R N

   
       

   

 
   

 

   (39) 

 
where

TP , 
bR , and 

bT  are the total average transmit 
signal power, the transmission channel bit rate, and 
the bit period, respectively. 
 
 
5   Results and Discussion 
In this section, the results achieved in this study will 
be presented and discussed. 
 
5.1  The Power Spectrum 
The results shown in Figure 3 illustrate a 
comparison of different Beamforming (BF) 
algorithms, including conventional BF, MUSIC, 
MVDR, and Min-Norm algorithms. These findings 
highlight the relationship between the Direction of 
Arrival (DOA) and the signal power spectrum. The 
expected arrival angles are assumed to [-π/3º, 0º, 
and π/4º], with the Base Station (BS) equipped with 
32 antenna elements. Notably, the Angle of Arrival 
(AOA) for all DOA algorithms is quite similar. 
 
 

 
Fig. 3: The direction of arrival algorithms using 32 
antennae (M=32) 
 

Regarding beam width, the results indicate that 
the MVDR and Min-Norm methods produce a 
similar beam width, despite variations in the peak 
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signal power spectrum values. Specifically, the 
MVDR achieves 0 dB while the Min-Norm reaches 
15 dB. In contrast, the sidelobes of the MUSIC, 
MVDR, and Min-Norm algorithms are compared to 
the classical beamformer, which serves as a 
reference for traditional DOA algorithms, as shown 
in Figure 3 and Figure 4. 
 

 
Fig.  4: The direction of arrival algorithms using 64 
antennae (M=64) 

 
Figure 4 illustrates the results obtained using 64 

antennas with Angle of Arrival (AOA) angles of -
π/3º, -π/4º, and 0º. The peak power notably 
increases to around 37.5 dB, with a significant 
reduction in sidelobes due to the array elements 
concentrating signal energy toward the main beam 
direction, thus enhancing directivity. 

In Figure 5, results from 128 antennas with the 
same AOA angles demonstrate a complete 
minimization of insignificant sidelobes, along with a 
peak signal power increase to 43 dB. This suggests 
that the MUSIC algorithm exhibits greater 
sensitivity to weak incoming signals compared to 
other methods, while traditional techniques require 
stronger incoming signals for optimal performance. 
 

 
Fig. 5: The direction of arrival algorithms using 128 
antennae (M=128) 

 
Fig. 6: Normalized power spectrum of Bartlett and 
Capon algorithms using 16 antennae (M=16) 

 
The results shown in Figure 6 compare the 

Bartlett and Capon methods using 16 antenna 
elements with DOA angles of -60º, -30º, -15º, and 
0º. Notably, the normalized power spectrum of both 
methods displays similar characteristics; however, 
the Capon method achieves near-null sidelobes and 
narrower beam width. Figure 7 presents results with 
64 antennas, demonstrating significantly narrower 
beam angles in comparison to those in Figure 6. 
Overall, the findings indicate comparable 
performance and signal power response between the 
Bartlett and Capon methods. 
 

 
Fig. 7: Normalized power spectrum of Bartlett and 
Capon algorithms using 64 antenna (M=64) 
 
5.2  The Amplitude Radiation 
Figure 8 presents the beamforming results for the 
LMS, RLS, and CMA algorithms, showing the 
normalized signal amplitude in relation to the angle 
of arrival (AOA) with two antenna elements at the 
base station. The results indicate that the algorithms 
produce similar outcomes in terms of main beam 
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gain (in the direction of the signal of interest). 
However, in the direction of interference 
suppression at at -10° AOA, the RLS algorithm 
significantly outperforms both the LMS and CMA, 
with an amplitude difference of nearly −20 dB. This 
enhancement is attributed to the RLS algorithm's 
use of least square error (LSE), which improves the 
accuracy of weight updates. 
 

 
Fig. 8: Radiation magnitude versus AOA using two 
antennae at the BS 

 
Similarly, Figure 9 displays the results of the 

beamforming algorithm using four antenna elements 
at the base station. Increasing the number of antenna 
elements enables the beamformer to more 
effectively suppress interference in a specific 
direction. The results indicate that the LMS and 
RLS algorithms perform comparably, achieving a 
magnitude of −50 dB, which suggests that effective 
nulls are created to reduce interference. 
 

 
Fig. 9: Radiation magnitude versus AOA when 
using four antennae at the BS 
 

Figure 10 illustrates the results for the 
algorithms with different numbers of base station 
antenna elements, specifically with eight elements 
deployed. It is clear that as the number of antenna 

elements increases, the RLS beamformer achieves 
interference attenuation of up to −58 dB at a specific 
angle (approximately 75°, where the corresponding 
normalized power is −58 dB). These findings 
demonstrate that as the number of base station 
antenna elements increases, the beamforming 
algorithms discussed in this paper can effectively 
cancel interference. 
 

 
Fig. 10: Radiation magnitude versus AOA for 
beamforming algorithms using eight antennae at the 
BS 
 
5.3  The Bit Error Rate 
In this section, the performance metric Bit Error 
Rate (BER) is discussed in relation to the data rate 
and throughput of the system. BER is a crucial 
factor in evaluating beamforming performance. 

Figure 11 presents the BER results for the MU-
MIMO system using two antennas (M=2) at the base 
station. At a BER = 10-3 the Eb/No = 30 dB for the 
system without beamforming and 16 dB for the 
system with beamforming. These results indicate 
that the BER performance with beamforming is 
significantly better than that without it. 

Figure 12 illustrates the BER results in relation 
to the number of antennas (M = 4) at the base 
station. It is observed that to achieve a specific BER 
i.e. BER = 10-3 the Eb/No = 30 dB for the considered 
system without BF and Eb/No = 8 dB for the 
considered system with BF. 

Figure 13 presents the BER results for the 
system using eight antennas (M=8) at the base 
station, at BER = 10-3 the Eb/No = 30 dB for the 
considered system without BF and Eb/No = 4 dB for 
the considered system with BF, again showing 
improved performance with BF compared to 
without it. It is evident that increasing the number of 
antenna elements significantly enhances the BER 
results. 
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Fig. 11: The BER using two antennae at the BS 
 

 
Fig. 12: The BER using four antennae at the BS 
 

 
Fig. 13: The BER using eight antennae at the BS 
 
 
6  Conclusion and Future Work  
In this paper, various beamforming (BF) algorithms 
for Direction of Arrival (DOA) estimation were 
investigated and analyzed. The simulation results 
were conducted regarding scanning angles and peak 
power spectrum. The findings indicated that the 
choice of an appropriate DOA technique depends on 

the balance between peak signal power, interference 
suppression, and beam width. 

Various nonlinear adaptive beamforming 
algorithms and their Bit Error Rate (BER) 
performance for MU-MIMO communication 
systems were examined and analyzed. The SMI, 
RLS, and CMA beamforming algorithms were 
thoroughly examined in terms of managing data 
signals and interference sources. It was confirmed 
that the efficiency of these algorithms improves 
with an increased number of antenna elements at the 
base station. 

For the BER results, at a BER of 10-3, the 
system using two antennas with beamforming 
achieved an Eb/No of 16 dB, while the system 
without beamforming achieved 30 dB. With four 
antennas, the system implementing beamforming 
yielded an Eb/No of 8 dB, whereas the system 
without beamforming provided 30 dB. When using 
eight antennas, the beamforming system reached 4 
dB of Eb/No, in contrast to 30 dB for the system 
without beamforming. Means, the BER significantly 
improves when beamforming is implemented. 

Finally, this research can be further extended to 
future networks to address the rapid advancements 
in wireless cellular mobile communications. It can 
also be enhanced to accommodate massive MU-
MIMO antenna elements suitable for higher 
millimeter-wave frequency bands, thus meeting the 
requirements of beyond sixth-generation (6G) 
networks. Consequently, artificial intelligence (AI) 
techniques may be integrated with advanced signal 
processing and adaptive DOA methods. This 
integration is expected to yield significant new 
results, with a focus on adaptive scaling of user 
signals and dynamic adjustment of beamforming 
weights. Additionally, considering the two-
dimensional array elements (UPA) promises to 
provide more accurate DOA angle estimations. 
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Fig. 1: The direction of arrival estimation 
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Fig. 2: The adaptive beamformer designed for a uniform linear array antenna within the context of the MU-

MIMO system 
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