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Abstract: - As the number of data-intensive applications has grown, the traditional Von Neumann computer 
architecture has become constrained. To address the issue, the new technology platform "computation-in-
memory" was established. A new design of the D Flip flop implemented in a memory array employing 8T static 
random-access memory (SRAM) and latch-type sense amplifier is proposed in this study. To implement the D 
Flip Flop, this design employs a master-slave multiplexer (MUX) architecture. It has a setup time of 94.887ps 
and a hold time of 97.22ps. 
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1   Introduction 
The growth of computing systems under the 
traditional Von Neumann architecture has been 
constrained in recent years as data-intensive 
applications such as artificial intelligence and 
machine learning have grown too far, [1]. The CPU 
and memory unit are physically separate in the Von 
Neumann design, which is utilized by most 
computers today, as depicted in Figure 1. The Von 
Neumann bottleneck develops as a result of the 
frequent data transfer between two disconnected 
sections. The ALU and memory unit are embedded 
to address this issue, [2]. Computation-in-memory 
(CIM) architecture is the term for this type of 
design. 
 

 

Fig. 1: Traditional Von Neumann Architecture 
 
 

 

2   Associated Works 
Computation in memory has been the subject of 
numerous investigations. Integrating ALU with the 
RAM lowers energy consumption, [3]. The six-
transistor SRAM cell is most commonly used in 
embedded memory due to its short time interval and 
small size. By arranging 6T SRAM as content 
addressable memories (CAMs), Boolean logic 
operations are made possible, [4]. The  8T-SRAM 
cell can also be used in the place of 6T SRAM, [5]. 
Bit lines are used to represent the input and output 
ports of the capacitive-loaded cells. These 
operations can only be performed using these bit 
lines. The shared read and write paths in 6T SRAM, 
however, can result in read disturb failure. Bit-wise 
logic operations are performed using 8T SRAM, [6], 
to address this issue, although it had a poor sense 
margin for NAND operation, [7]. Utilizing latch-
type sense amplifiers, [8], it is seen that a low sense 
margin for NAND operation is improvised, [9].  The 
6T configuration has a much greater noise tolerance, 
[10], which is a big advantage, especially for scaled 
technology with reduced noise margins. The use of 
the 6T SRAM cell in low-power SRAM units as 
opposed to the more prevalent 4T designs is 
predominantly due to this. The two access 
transistors and two cross-coupled CMOS inverters 
that make up a 6T SRAM cell are included in the 
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design, according to [11]. Considering sudden 
increases in area, optimal soft error resilience, high 
cell on current, minimal leakage through off 
transistors, stable performance with low voltage and 
amp requirements, as well as minimizing word line 
voltage pulses, the 6T cell style necessitates intricate 
trade-offs among various factors, [12]. This paper 
implements a new structure for a master-slave MUX 
architecture-based D Flip Flop in memory array. 
The 8T SRAM cell and latch-based sense amplifier 
that are employed in the proposed architecture are 
shown in Figure 2 and Figure 3, respectively. 
 

 
Fig. 2: Proposed Transmission Gate Based 8T 
SRAM Cell 
 

 
 

 Fig. 3: Latch Based Sense Amplifier 
 

 

3   Proposed D Flip Flop for CIM 
A distinct channel exists for read and write 
operations in the transmission gate-based 8T 
SRAM, [13], depicted in Figure 2. In comparison to 
6T SRAM, which shares a route for read and write 
operations, it offers a better read noise margin. In 
Figure 3, the latch-type sense amplifier is depicted. 
Two distinct cells are linked to inputs of the sense 
amplifier over a single channel known as RBL to 
achieve Boolean logic operation. 

The outputs of the sense amplifier can function 
as an OR/NOR gate or an AND/NAND gate by 
adjusting V_REF, as indicated in Table 1. Output1 
and Output2 produce the inverted output and non-
inverted output, respectively. As demonstrated, the 
voltage drop in the RQ fluctuates according to the 
values kept in the two memory cells when the 
two RLs are turned on simultaneously. 

 
 

Table 1. Reference voltage for different boolean 
functions 

 Output 1 

(Inverted) 

Output 2 

(True) 

Reference Voltage for 

OR/NOR function 

NOR OR 

Reference Voltage for 

AND/NAND function 

NAND AND 

 
After the RLs are turned on, the EN of the sense 

amplifier senses the voltage in the RQ and 
compares it to V_REF. V_REF for the OR/NOR 
gate should be lower than the RQ voltage in the 
case of (00) that is stored in the cells and greater 
than that of RQ (01/10) and RQ (11) instances 
when EN is turned on. The case between RQ 
(01/10) and RQ (11) should be selected for V_REF 
for AND/NAND, [14]. 

The 2:1 multiplexer used in the proposed D flip 
flop design is implemented as shown in Figure 4 for 
computation in memory. Here, two SRAM cells 
serve as a substitute for the D and CLK inputs that 
make up the inputs of the D flip flop. Q is the 
output of the proposed D flip flop. Here, the 
proposed D flip-flop action is used to read and write 
the data into the SRAM array.  

 

 
Fig. 4: 2:1 Multiplexer (MUX) 
 

Two transmission gates are incorporated into 
each column, passing the data onto the RQ line and 
the sense amplifier's input. As a result, any column 
that includes a sense amplifier, two transmission 
gates, and a pre-charge transistor functions as a 
simple logic gate. When a calculation needs to be 
done, the two RL lines are enabled, which feed the 
data onto the RQ line, after the RQ line has been 
pre-charged for a while. The true and 
complemented outputs of the logic gate are 
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produced simultaneously whenever the Enable 
signal is activated and the proper reference voltage 
is applied to the sense amplifier. 

The 2:1 MUX for computation in memory 
(CIM), which serves as the fundamental building 
block for the suggested D flip-flop design, is 
implemented in Figure 5. 

 

 
Fig. 5: 2:1 Multiplexer (MUX) schematic 
 

The 2:1 MUX is made up of 4 gates, as can be 
seen in Figure 5. The first column is set aside for 
the select line, the second column provides the 
output S'.I0, the third column imitates the operation 
of S.I1, and the fourth column is the multiplexer's 
final output after being ORed with the third and 
fourth columns. 

Figure 6 represents the physical mask-level 
implementation of the 2:1 MUX that was explained 
earlier. The arrangement consists of three metal 
layers, M1 through M3, with an overall area of 
0.105 mm2. 

 

 
Fig. 6: 2:1 Multiplexer (MUX) layout 
 

An edge-sensitive D flip-flop can be generated 
by cascading two 2:1 MUXs, as shown in Figure 7. 
Figure 8 and Figure 9 depict the intended D flip 
flop's schematic and layout. The configuration 
comprises of 126 transistors and is made up of three 
metal layers, M1 to M3, which take up 0.212mm2 
of area. 

 

 
Fig. 7: Negative Edge Triggered D Flip Flop 

 
Fig. 8: D Flip Flop schematic 

 

 
Fig. 9: D Flip Flop layout 
 
 

4   Experimental Outcomes 
The SRAM cell's two word lines, WL1 and WL2 
are initially turned on for a duration of 20 ns. The 
bit line is used to write data into the cell, which 
represents the CLK input and is written with a value 
of 1 for a duration of 20 ns once the word lines have 
been enabled. The D line is similarly enabled for 
20ns after CLK is enabled. This is equivalent to the 
data writing stage. 

The pre-charge transistor is initially turned ON 
and the read bit lines RQ, are pre-charged up to 
VDD, [15], for a duration of 5 ns to read the data, 
20 ns after the data is stored in the SRAM cells. 
With a delay of 30 ns, the read lines, RL1 and RL2, 
are enabled, putting the data on the RQ channel. 
Using the EN signal, the sense amplifier is activated 
after 30 ns. Following the sense amplifier's 
activation, a suitable reference voltage, V_REF, is 
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provided to it. The sense amplifier then functions as 
a comparator, comparing the RQ voltage with the 
V_REF voltage and producing both true and 
complemented outputs. 

The above steps must be followed to activate 
one of the columns that serves as a logic gate, [16], 
in the complex D Flip Flop design. All of the 
appropriate columns must be activated identically 
for the D Flip Flop to function correctly for CIM. 
The output waveforms of the proposed D Flip Flop 
design for computation in memory are illustrated in 
Figure 10. Since the designed flip flop is negative 
edge triggered, the output Q follows the input D at 
the falling edge of the CLK. 

 

 
Fig. 10: D Flip Flop Output Waveform 

 
When the pre-charge is activated, there is a 

sudden surge in power as depicted in Figure 11. 
Both during the data read phase and the data write 
phase, similar power spikes can be seen. Power 
dissipation ranges from a minimum of 24.9nW to a 
maximum of 74.6uW. As a result, the D flip flip 
demonstrated for CIM dissipates an average power 
of 22.75uW. 
 

 
Fig. 11: D Flip Flop Power Plot 
 

The Spectre simulator and the Cadence 
Virtuoso environment, both of which utilize gpdk45 
technology, are used to model the whole design. 
The design parameters are summarized in Table 2. 

 
 
 
 
 

Table 2. Parameters summary 
Parameter Values 

Set Up Time 94.887ps 
Hold Time 97.22ps 

Transistor Count 126 
Area 0212mm2 

Minimum Power 
consumed 

24.9nW 

Maximum Power 
consumed 

74.6uW 

Average Power 22.75uW 
 

To account for setup time, the data must be 
94.887ps earlier than the clock's active edge. After 
the active clock edge arrives, the data must remain 
steady for 97.22ps which is the hold time specified 
by the suggested design. 
 

 

5   Conclusion 
This paper proposes a new method for 
implementing a D Flip Flop for a widespread 
application in digital circuits especially in a memory 
array. Computation in memory(CAM) is a newly 
found technology and this DFF is well designed to 
fit in. The proposed D Flip Flop involves the 
cascading of two multiplexers in a master-slave 
arrangement, making it a faster edge-triggered 
device having a setup time of 94.887ps, hold time of 
97.22ps and consuming an average power of 
22.75uW. Knowledge gained from this study will 
form a strong foundation for advancement in flip-
flop technology. 
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