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Abstract: Accuracy of mobile objects self-localization in radio frequency identification (RFID) tag networks de-
pends on many environmental and design factors. This paper analyzes effect of such factors on estimates of the
mobile object location. As an estimator, we use the extended finite impulse response (EFIR) filter. It is shown that
accuracy of self-localization in the ultra high frequency (UHF) RFID tag networks can be increased by the factor
of several times if to optimize design of the tag and network environment and obtain the optimal angle of arrival
and viewing angle. Many other factors are also considered.
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1 Introduction

Radio frequency identification (RFID) networking
utilizing passive ultra high frequency (UHF) tags has
gained currency in self-localization of moving objects
[1,2] in recent decades [3]. Each RFID tag has its own
identification (ID) number and unique coordinates of
location. It may be either active or passive. The pas-
sive method is low cost and available for any purpose,
provided the communication between an object and
the tags. Reviews of RFID tag-based localization al-
gorithms are given in [3–5].

Utilizing received signal strength information
(RSSI), the UHF RFID tagging implies measuring
distances between an object and several reference
tags. The passive UHF RFID tags are “far-field” (long
range) devices and their operation is regulated by a
global standard [6] in the frequency band of 860–960
MHz. The range for passive UHF RFID tag sys-
tem is limited by the power of the tag’s backscat-
ter [7]. Practically, the range measures up to 10–12
m and the UHF RFID method is fast in data trans-
ferring. Although the UHF RFID approach is sensi-
tive to interference, many UHF product manufacturers
report that they have found ways of keeping the per-
formance high in diverse environments that is an im-
portant advantage against the low frequency (LF) and
high frequency (HF) RFID. In 2012, the UHF tag cost
was from$0.05 to $0.15 and it follows from techni-
cal notes of UHF product manufacturers that the bulk
of new projects make UHF RFID the fastest growing
segment of the RFID market.

Despite a valuable progress in the UHF RFID

technology, the RSSI method commonly does not al-
low for acceptably accurate localization using mul-
tilateration and other “algebraic” algorithms. There-
fore, optimal estimators are required, such as the ex-
tended Kalman filter (EKF) [8–10], particle filters
(PF) [11–13], and extended unbiased finite impulse
response (EFIR) filter [14–16].

The EFIR filtering technique [17] demonstrates
several critical advantages against the traditional EKF.
The EFIR filter completely ignores the noise statistics
and initial error statistics [18, 19] which are typically
not well known in localization. It is more robust than
the EKF in real world under the disturbances and un-
certainties peculiar to industrial applications [20, 21].
It is also lesser sensitive to noise [17] and produces
smaller round-off errors [21]. Referring to these ad-
vantages, the EFIR filter was recently used in [22]
to improve the performance of the PF in a hybrid
PF/FIR localization structure operating in near real-
time. Note that fast operation of PF is typically ac-
companied with divergence due to impoverishment
that cannot be tolerated in the information networks.
Although some solutions for the UHF RFID optimiza-
tion were already addressed in [23–26] and other pa-
pers, a lack of systematic investigations still makes it
difficult to avoid false focus in obtaining a highest lo-
calization accuracy using UHF RFID.

2 Object Model

Consider an object travelling on an indoor floorspace
in the RFID tag environment as shown in Fig. 1. An
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Figure 1: An object (platform) traveling on an indoor
floorspace in UHF RFID tag environment.

z

x

(a)

M(x,y,0)

dL

dR

Xr

Φ

b

D1

D2 d

Right
wheel

D1

D2

z1

z2

M

M

(b)

(c)

Y r

T1

T2

T1

T2

(c1,m1 ),z1

(c2,m2 ),z2

y

q1

q2

Figure 2: 3D schematic geometry of an object travelling
on an indoor floorspace.

object (Fig. 2) travels in directiond and its trajectory
is controlled by the left and right wheels. The incre-
mental distances object travels by these wheels aredL
anddR, respectively. The distance between the left
and right wheels isb and the stabilized wheel is not
shown. An object moves in its own planar Cartesian
coordinates(Xr, Yr) with a center atM(x, y). An ob-
ject is equipped with a fiber optic gyroscope (FOG)
which directly measures a pose angleΦ.

At time indexn, an object interacts with somekn
tagsTt(χt, µt), t ∈ [1, kn], falling within the reader
range (Fig. 1). The tag coordinates(χt, µt) are pre-
cisely known. A case shown in Fig. 2a corresponds
to two tags,T1(χ1, µ1) andT2(χ2, µ2) and two dis-
tancesD1 andD2 measured by a reader. Because al-
titudes are generally different of the points of installa-
tion of the reader and the tags, projections to the object
plane are calculated following Fig. 2b and Fig. 2c, via
the angles of arrival,θ1 andθ2. From the object odom-
etry, the incremental distancedn and the incremental
change in headingφn are provided at discrete time in-
dexn by dn = 1

2
(dRn+dLn) andφn

∼= 1
b
(dRn−dLn).

The state model of an object is nonlinear [14],

xn = fn(xn−1,un,wn, en) , (1)

wherefn = [ f1n f2n f3n ]
T has the following com-

ponents,

f1n = xn = xn−1 + dn cos

(

Φn−1 +
1

2
φn

)

,(2)

f2n = yn = yn−1 + dn sin

(

Φn−1 +
1

2
φn

)

,(3)

f3n = Φn = Φn−1 + φn , (4)

in which the statesxn−1, yn−1, andΦn−1 at time
n − 1 are projected to timen by the time-variant
incremental distancesdLn and dRn. The states are
united in the state vectorxn = [xn yn Φn ]

T and
un = [ dLn dRn ]

T is an input vector of incre-
mental distances. The state noise vectorwn =
[wxn wyn wΦn ]

T and the input noise vectoren =
[ eLn eRn ]

T have zero mean,E{wn} = 0 and
E{en} = 0, and white Gaussian components with
known covariances,Q = E{wnw

T
n} and L =

E{ene
T
n}, andE{wie

T
j } = 0 for all i andj.

The RFID tag environment shown in Fig. 1 sug-
gests thatkn tags may fall within the reader range. Ac-
cordingly,kn time-variant distancesDin, i ∈ [1, kn >

2] will be measured between the reader and the tags
Tt(χt, µt, ζt). Along with the measurements ofΦn,
the observation equations can thus be written as [15]

D1n =
√

(µ̄1 − yn)2 + (χ̄1 − xn)2 + ζ21 ,

...

Dknn =
√

(µ̄kn − yn)2 + (χ̄kn − xn)2 + ζ2
kn

,

Φn = Φn ,

where the coordinates̄χi, µ̄i, and ζi belong to the
ith detected tag which is one of the nested tags
Tt(χt, µt, ζt).

If to follow Fig. 1 and Fig. 2 and introduce the
observation vectorzn = [ z1n . . . zknn zφn ]

T ,
the nonlinear function vector hn(xn) =
[D1n . . . Dknn Φn ]

T , and the measurement
additive noise vectorvn = [ v1n . . . vknn vφn ]

T ,
then the state observation equation can be written as

zn = hn(xn) + vn , (5)

wherevn is white Gaussian with zero meanE{vn} =
0, the covarianceR = E{vnv

T
n}, and the properties

E{viw
T
j } = 0 andE{vie

T
j } = 0 for all i andj.

In order to find an estimatêxn = [ x̂n ŷn Φ̂n ] of
xn using methods of linear filtering such as Kalman
filtering, nonlinear functions in (1) and (5) are ex-
panded to the first-order Taylor series as shown in
[14, 15] to have the first-order extended state-space
model

xn = Fnxn−1 + ūn + ẽn + w̃n , (6)

zn = Hnxn + z̄n + vn , (7)
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whereūn = fn(x̂n−1,un,0,0) − Fnx̂n−1 andz̄n =
hn(x̂

−
n )−Hnx̂

−
n are known,̃en = Enen, andw̃n =

Wnwn. The Jacobian matricesFn, Wn, En, andHn

are given byFn = Wn,

Fn =





1 0 −dn sin(Φ̂n−1 +
1
2
φn)

0 1 dn cos(Φ̂n−1 +
1
2
φn)

0 0 1



 , (8)

En =
1

2b





becn + dnesn becn − dnesn
besn − dnecn besn + dnecn

−2 2



 ,(9)

Hn =













x̂−

n−χ̄1

ν1n

ŷ−n −µ̄1

ν1n
0

...
...

...
x̂
−

n−χ̄kn

ν(knn)

ŷ
−

n −µ̄kn

ν(knn)
0

0 0 1













, (10)

whereecn = cos
(

Φ̂−
n + φn

2

)

, esn = sin
(

Φ̂−
n + φn

2

)

,

and νin =
√

(µ̄i − ŷ−n )2 + (χ̄i − x̂−n )2 + ζ2i . The
zero mean noise vectors̃wn and ẽn have the covari-
ances,Q̃n = FnQFT

n and L̃n = EnLE
T
n . More

detail about this model can be found in [14,15].
Provided the estimateŝxn and x̂−

n , the prior es-
timation error and estimation error can be found as,
respectively,

P−
n = E{(xn − x̂−

n )(xn − x̂−
n )

T } , (11)

Pn = E{(xn − x̂n)(xn − x̂n)
T } (12)

to be further minimized by choosing a proper estima-
tor and optimizing the environment and UHF RFID
network structure.

To estimate the object location and heading, we
use the EFIR filter which pseudo code is given in Tab.
1. It has been shown in [14] that this filter is more ro-
bust than the EKF in real world under the uncertainties
and unknown noise statistics.

3 Network Optimization

The localization accuracy can be increased if to op-
timize parameters of the scheme and environment.
Most generally, we wish to minimizePn (12) by set-
ting optimally M parametersαr, r ∈ [1,M ] as fol-
lows. Provided an EFIR estimatêxn of the object state
xn over the UHF RFID tag network, the estimation
errorPn can be minimized by settingαi, i ∈ M , op-
timal parameters obtained by solving the optimization
problem:

(αopt

1 , ..., α
opt

M ) = argmin
α1,...,αM

[trPn(α1, ..., αM )] ,

(13)

Table 1: EFIR Filtering Algorithm Code

Input: zn, yn, K, N

1: for n = N − 1 : M do

2: m = n−N + 1, s = m+K − 1

3: x̃s =

{

ys , if s < N − 1
x̂s , if s > N − 1

4: Gs = I

5: for l = m+K : n do

6: x̃−
l = fl(x̃l−1,ul,0,0)

7: Gl = [HT
l Hl + (FlGl−1F

T
l )

−1]−1

8: Kl = GlH
T
l

9: x̃l = x̃−
l
+Kl[zl − hl(x̃

−
l
)]

10: and for

11: x̂n = x̃n

12: and for

Output: x̂n

wheretrPn is the trace ofPn.
In unbiased FIR filtering [18], minimizingPn

means minimizing the generalized noise power gain
(GNPG) given by line 7 in Table 1,

Gn = [HT
nHn + (FnGn−1F

T
n )

−1]−1 . (14)

BecauseGn−1 is given and matrixFn depends nei-
ther on the network nor on environment, the mini-
mization of (14) can be achieved by maximizing the
productHT

nHn. For Hn given by (10), the product
HT

nHn becomes

HT
nHn =















∑kn
i=1

∆2
xi

ν2i

∑kn
i=1

∆xi∆yi

ν2i
0

...
...

...
∑kn

i=1

∆yi∆xi

ν2i

∑kn
i=1

∆2
yi

ν2i
0

0 0 1















,

(15)
where∆xi = x̂−

n − χ̄i, ∆yi = ŷ−
n − µ̄i, andν2i =

∆2
xi+∆2

yi+ζ2i . Note that all of the components of (15)
must be maximized in order to minimizePn. Below,
we analyse factors affecting the localization accuracy.

UHF tag optimization: The UHF RFID tag chip
design is an important step in the design of the whole
RFID system. The tag parameters influence antenna
gain and impedance which, in turn, determine tag res-
onance, peak range, and bandwidth. A comprehen-
sive analysis of the UHF tag chip design and optimiza-
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tion is given in [7] and we notice that the optimization
must be provided for each particular tag design.

RSSI vs. distance: Effective peak-distances be-
tween the reader and reference tags are key factors
affecting an accuracy of self-localization in the UHF
RFID tag network. In diverse trilateration and hy-
brid schemes [11, 27, 28], the distances are measured
via the RSSI which is a measurement of received ra-
dio signal power in terms of the ratio of measured
power decibels (dB) to one milliwatt (mW). Based
upon ESSI, the reader range is determined to pro-
vide reliable tag detection. All tags beyond the reader
range deliver insufficient energy and cannot be identi-
fied with required error probability.

The Friis relation is commonly used to calculate
the distance between the reader and the tag [25,29],

Pr = PtGtGr

λ2

(4π)2
1

Dq
, (16)

wherePt andPr are the transmitted and received pow-
ers, respectively,Gt andGr are the gains of the tag
antenna and the reader antenna, respectively,λ is the
wavelength,D is the distance between tag and reader,
andq is the signal strength exponent, which describes
the influence of the transmission medium and which is
equal to two,q = 2, for free space propagation [30].

It has been shown in [29] that, forq = 2, (16)
leads to a relation between RSSI andD which has the
following engineering form of

RSSI = 32.4 dB+20 log

(

f

1GHz

)

−20 log

(

D

1m

)

,

(17)

Reader range: The reader rangeR is a key char-
acteristic of any RFID tag system. The range can be
determined using (16) as

R =
λ

4π
η

√

PtGtGr

Pr

, (18)

where the correction coefficientη requires an opti-
mization for each particular design of the UHF RFID
network or grid [23]. An example of the UHF RFID
tag grid optimization is given in [24]. Optimization is
provided here using thek nearest neighbor (k−NN )
algorithm [31]. It has been shown that for RFID
tag grids with equally spaces tags with a distance
ρ, the optimal range can be defined periodically as
R = 1.25ρ + 0.5m, m = 0, 1..., to minimize the
MSE by the factor of about 2 with respect to the worst
case of not optimalR.

Angle of arrival: In trilateration schemes, the an-
gle of arrival ϑi of a signal from theith tag to the
reader (Fig. 3) is associated with the tag altitudeζi

Di

x,y

Reader

Tag

θi

M(x,y,0)

(ci,mi,zi)

z

Figure 3: Angle of arrivalϑi of a signal from theith tag
to the reader.

(Fig. 2) measured with respect to the reader antenna
altitude which is set to zero in this paper.

In order to minimize the localization error byϑi

via (13), let us maximize the(1, 1) component of ma-
trix (15) by ζ2i = D2

i sin
2 ϑ2

i as

ϑ
opt

i = argmax
ϑi

kn
∑

i=1

∆2
xi

∆2
xi +∆2

yi +D2
i sin

2 ϑ2
i

(19)

→ ϑ
opt

i = 0 .

By virtue of the fact that all of the values in (19) are
positive, the maximization of the(1, 1) component as
well as all other components in (15) is obtained by
ϑ
opt

i = 0. That means that the optimal RFID network
structure implies mounting all of the tags in the same
horizontal plane with the reader antenna.

Tag orientation: For all kinds of passive RFID
tags, the tag orientation affects the signal reading sig-
nificantly. In order to provide sufficiently high RSSI
level at any point of the indoor floorspace, 2D and 3D
passive tag packages can be used. It has been shown
in [32] that, when multiple tags are placed on same
object, orthogonal orientations yield much higher de-
tection probabilities than parallel orientations.

Viewing angle ϕ: A typical situation in RFID
tagging is when the reader interacts with tags within
some viewing angle0 < ϕ < 2π as shown in Fig.
1. Theviewing angleϕ can be defined by a minimal
segmental angle beginning with some tag to cover an-
ticlockwise all other tags within the reader range (Fig.
1). Effect ofϕ on the localization accuracy is illus-
trated below.

Consider an object interacting with two RFID
tags as shown in Fig. 4a. The measured distancesD1

andD2 are coupled with the known tag’s coordinates
(χ1 = 0, µ1) and(χ2 = 0, µ2) and unknown object
coordinates(x, y) by the relationships:

D2
1 = x2 + (y − µ1)

2 , D2
2 = x2 + (y − µ2)

2 .

Suppose that measurements are provided with errors
such thatD1,2 = D(1 + δ1,2), whereδ1 and δ2 are
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Figure 4:Example 1: Effect of a viewing angleϕ on the
localization accuracy.

fractional errors in the measured distances. In the
worst case, one may suppose thatδ1 = −δ2 and let
δ2 = δ. The coordinatesx andy can now be repre-
sented with the deterministic componentsx̄ andȳ and
errorsx̃ and ỹ asx = x̄ + x̃ andy = ȳ + ỹ. Then
solutions to (1) and (2) for̄x and ȳ can be found as
x̄ =

√

D2 − (µ2 − ȳ)2 andȳ = (µ2+µ1)/2. Taking
into account thatµ2 − ȳ = ∆y/2, errorsx̃ andỹ can
be found to be

x̃ =

(

1−
4D2

∆2
y

)

D2δ2

2x̄
, ỹ = −D2 2δ

∆y

.

If we further introduce the viewing angleϕ = 2ϕ̄
via tan ϕ̄ = ∆y/2x̄ and substituteD2 = x̄2(1 +
tan2 ϕ̄), we can find the localization errorε =
√

x̃2 + ỹ2 in the form of

ε = x̄δ
1 + tan2 ϕ̄

tan ϕ̄

√

1 +
δ2

4 tan2 ϕ̄
,

which indicates thatϕ = 0 andϕ = π makeε infinite
and thatε minimizes by

ϕopt = argmin
ϕ

x̄δ
1 + tan2 ϕ̄

tan ϕ̄

√

1 +
δ2

4 tan2 ϕ̄

→ ϕopt ∼=
π

2
(20)

More specifically, we arrive at a plot (Fig. 4b),
which shows that a minimalε = dδ

√
2 corresponds

to ϕ = 90◦. Around this point, we haveε = dδ
√
5

for ϕ ∼= 53◦ andε = dδ
√

5/2 for ϕ ∼= 126◦. This ex-
ample suggests that the viewing angleϕ should be set
optimally in order to minimize the localization error.

Tag read density: Providedϕopt, the localiza-
tion error can further be reduced by increasing the tag
read density, which is the number of tagskn that can
be read at once by the reader. Figure 5 demonstrates
reduction of the localization RMSE bykn within the
optimal viewing angleϕopt = 90◦ using the EKF and
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Figure 5: RMSE reduction by the numberkn of the tags
for ϕopt = 90◦ using the EKF and EFIR filter.

EFIR filter. The tags were placed equidistantly on the
left wall of the room and their number varied from 2
to 10. As can be seen, both the EKF and EFIR fil-
ter improve the localization accuracy by increasedkn,
but the EFIR filter demonstrates higher accuracy.

4 Conclusions

An analysis of factor affecting self-localization in
UHF RFID tag-nested navigation networks has shown
that the localization accuracy can be increased by the
factor of several times, if to optimize the design and
the environment. Such an optimization can make op-
timal estimators more efficient.

This work was supported by the Royal Academy
of Engineering under the Newton Research Collabo-
ration Programme NRCP/1415/140.
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