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Abstract—Face recognition has achieved more attention in com-
puter vision with the focus on modelling the expression variations
of human. However use of a computer system is a challenging
task, due to variation in expressions, poses, and lighting conditions.
This paper proposes a face recognition system based on Tetrolet,
Local Directional Pattern (LDP) and Cat Swam Optimization (CSO).
Initially, the input image is pre-processed, where the region of
interest is extracted using the filtering method. Then pre-processed
image is given to the proposed descriptor, namely Tetrolet-LDP to
extract the features of the image. The features are subjected to
classification using the proposed classification module, called Cat
Swarm Optimization-based 2-Dimensional Hidden Markov Model
(CSO-based 2D-HMM) in which the CSO trains the 2D-HMM. The
performance is analysed using the metrics, such as accuracy, False
Rejection Rate (FRR), & False Acceptance Rate (FAR) and the
system achieves high accuracy of 99.45%, and less FRR and FAR of
0.0035 and 0.0025.

Keywords—Face Recognition, Tetrolet, Local Directional Pattern
(LDP), Cat Swarm Optimization (CSO), 2-Dimensional Hidden
Markov Model (2DHMM).

I. INTRODUCTION

THE face of human performs as an essential biometrics
because of the characteristics, such as high social accept-

ability, accessibility, and the nature of non-intrusiveness [1]
and having various applications, such as security, surveillance,
commerce, forensics, and entertainment [2]. The human face
recognition is desirable for the applications, where the bio-
metrics of retinal scans, finger prints, and the iris images are
not available due to non-interactive environment [3]. Though,
2D face recognition is gaining interest since last few years,
but still remains challenging due to the presence of various
factors, such as scale differences, pose, facial expressions,
illumination, intensity, and makeup. In addition, at the time
of acquisition, the 2D images are subjected to affine transfor-
mation that increases the complexity in the recognition of the
2D images [5]. Other than this, due to pose variations, facial
makeup, and the variation in lightening conditions, the 3D
facial scan becomes very robust [6]. The facial scan represents
the 3D geometry, which is capable of providing the new clue
for obtaining the exact face recognition. Thus, the 3D face
recognition is capable of reducing the drawbacks associated
with the 2D face recognition, and acts as a complementary
or substitute solution for the existing 2D face recognition
methods [7], [8].
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The face recognition process undergoes three basic steps.
The first step is the acquisition of the face, which holds
the region of face detection and the localization. The facial
data extraction is the second step, where the geometric and
the appearance related features are extracted and finally the
recognition of face. Features of face can be identified in a
local and global manner as per requirements & applications
[2], [5]. The algorithms for the existing 3D face recognition
system are of two classes, such as holistic-based and the
local feature-based algorithms [2]. The common examples
of the holistic algorithms are the extended Gaussian images
[9], spherical harmonic features [10], Iterated Closest Point
(ICP) based surface matching algorithms [3], and the canonical
forms [11]. The main drawback of the holistic algorithms is
the need for the exact normalizations of the 3D faces, and
the more sensitiveness in case of the facial occlusions and the
expressions [1], [12].

Yulan Guo et al. [8] designed the local feature-based shape
matching algorithm, which was capable of providing the global
similarity information among the faces using the face recogni-
tion process. In addition, this method was capable to perform
robust even in the presence of the local features, but failed in
the detection of nose tip with enough accuracy. Li Ye, et al.
[20] designed the 3D face recognition method using multiple
subject-specific curves that offered the necessary and stable
features of the facial surface to recognize the face, but cannot
be used in partially occluded and non-frontal 3D faces. Jaime
A. Martins et al. [23] modelled the expression-invariant face
recognition system in which the data about the 3D structure
accompanied the data of luminance that increased the system
robustness. Author simulated correct results but accuracy was
main concern. Duc My et al. [24] developed the Hierarchi-
cal Collaborative Representation-based Classification (HCRC),
which was capable of achieving increased recognition rate, and
in addition, this method recovered the inadequate solution, but
not suitable for some evaluation datasets that contains the face
images that were new. Xing Deng et al. [21] designed the
expression-robust 3D face recognition method using feature-
level fusion and feature-region fusion that was computationally
efficient and offered better solution for dimensionally complex
problems, but, the dimensionality problem in the presence of
occlusion cannot be eliminated effectively.

Yao Peng and Hujun Yin, [25] modelled the classification
and a robust expression-invariant face recognition method.
The main drawback of this method was the failure in the
assessment of the real-time facial expression and face recog-
nition methods for video sequences. Wei Quan, et al. [26]
modelled the 3-D shape representation scheme for automatic
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face analysis and identification that was able to solve the
recognition problem of face with respect to the change in
pose of the face without loss of information but execution
time of the system was the main drawback of this system.
Xing Deng, et al. [27] designed a novel facial coarse-to-fine
landmark localization method based on Active Shape Model
that created increased power of discrimination to reduce the ef-
fect of facial expression variation and enhance the recognition
accuracy, but the selection of the robust feature was tedious.
Mejda Chihaoui et al. [28] modelled the 2D face recognition
approach called HMM-LBP feature extraction that made the
identification and the verification of a specific person possible.
The main limitation of this method was the consideration of
the face images, non-face images, and the multi face images
as the images and finally classified all images as the faces.
Vitoantonio Bevilacqua et al. [29] developed the Pseudo 2D
HMM applied to neural network coefficients that attained
better recognition rate, but this system was not robust.

To perform the act of facial recognition, various classifiers
have been developed. The most commonly used simple and
accurate algorithm is the nearest-neighbor (NN) algorithm,
which is suitable for solving various problems. The drawback
associated with this algorithm is the usage of a single training
sample for the representation of the face image under test.
Thus, the classifier called nearest feature line was developed
with the use of two training samples for all the classes for the
representation of the face test images further nearest feature
plane classifier is a classifier that makes in use of three samples
for the representation of the face test image [13], [14]. The
classifier known as nearest subspace [15], [16] and the local
subspace classifier [17] are used for the representation of
the test image with the training samples of classes. As the
samples of certain object class has the possibility to fail in
linear subspace, the linear regression classification (LRC) [18]
algorithm was developed with respect to linear regression.
The support vector machine (SVM) classifier [19] is the
important classifier that works on the basis of structural risk
minimization theory in statistical learning. The SVM classifier
is capable of performing the classification of components,
which are non-linear in an effective manner, and then the
inputs are mapped onto the feature space. Then, a large margin
hyper-planes are obtained among the classes that are solved
using the quadratic programming algorithm. However, the
SVMs are not capable to be applied to the vectors that defines
out samples of the missing entities, which are seen if there
presents an occlusion in the face recognition [20], [21].

The variation in the facial expression is considered as the
main problem in the recognition of face, due to the effect
of it in the performance of recognition. The shape of certain
surface of the face, like nose can be stored accurately, even
after the deformation of the 3D shape by the variation in facial
expression [8]. To perform the holistic matching based on
scale, illumination and pose the accurate normalization odd
face is needed as this disturbs the feature extraction and affects
the accuracy of face recognition [1].

The reason behind using HMMs is its ability to classify
faces into meaningful regions which can be converted to
probabilistic characteristics. So the concentrating of specific

facial features can results in person identification. Texture
methods are widely applied for face recognition. As we know
that, LBP and Gabor pattern played a major role in face
recognition. After that, LDP proved that it is very effective
for invariant facial recognition due to stability of gradients
compared to grey value in the presence of noise and non-
monochromatic illumination change. This is the reason that
we considered LDP for feature extraction. Performance of
Tetrolet transform very good in recovering shape of edges and
directional details. Also, it was very effective in image fusion.
For optimizing the HMM structure, genetic algorithm (GA)
was applied initial days. GA is the popular and old technique
for optimization. As its faces the local search issue in finding
the optimal structure. In order to overcome these issues in
structure optimization, we are using Cat Swarm Optimization
(CSO); which proved to be efficient and effective in searching.

In this paper we are introducing an automatic face recog-
nition method based on Tetrolet LDP along with 2D HMM
optimized by CSO for face recognition which is very effective
for intrapersonal variation, change in illumination and change
in intensity.

II. METHODOLOGY

An automatic face recognition method using the concept of
the modified Hidden Markov Model has been introduced. The
three basic steps involved in the automatic face recognition
are pre-processing, feature extraction, and face recognition.
At first, the image from the input database is fed to the
pre-processing module, where pre-processing is carried out
using the filtering method. The pre-processed image is then
allowed to the feature extraction process using Tetrolet- Local
Directional Pattern (Tetrolet-LDP). The proposed Tetrolet-
LDP is obtained with the combination of the Local Directional
Pattern (LDP) [30] and Tetrolet transform [31] that engage in
extracting the features. These facial features are used in the
recognition of the face with the proposed classification model,
which is obtained from the modification of the 2-Dimensional
Hidden Markov Model (2D-HMM) and the Cat Swarm Opti-
mization (CSO) [22]. The CSO trains the 2D-HMM, and the
performance of the method is analysed through imputing the
intrapersonal variations, intensity variations, and illumination
variations. Block diagram of proposed face recognition system
is shown in Figure 1.

Fig. 1: Block diagram of the proposed face recognition

A. Pre-processing of the input facial image

The image from the input database is subjected to pre-
processing using the filtering method in order to remove the
background of the input sample image J . For filtering we
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use skin segmentation to get only facial region in the image.
The CVL face database [32] considers the features that are
obtained from 114 persons with 7 images of each person. The
resolutions of the images of the persons are 640×480 pixels in
the jpeg format, which are shoot using the Sony Digital Mavica
in the presence of uniform illumination, projection screen at
the background and with no flash. The persons selected are
around 18 years of old and around 90% of them are male.

B. Feature extraction using the proposed feature Descriptor

The feature extraction process is carried out with the Tetro-
let LDP. The proposed descriptor enables the analysis through
imputing the intrapersonal variations, intensity variations, il-
lumination variations, and training data variations. Figure 2
depicts the process of feature extraction with the use of the
proposed Tetrolet LDP feature descriptor.

The steps involved in the extraction of the features using
the proposed descriptor are as follows:

1) Step 1: Extraction of LDP image: The pre-processed
image is fed to LDP, which is an effective local pattern
descriptor that accomplishes a directional component using
the Kirsch compass kernels. Consider the image R, with the
intensity Si at the pixel (ui, vi), and Sn be the intensity of
the neighbouring pixel in the absence of the center pixel Si,
with n = 0, 1, 2, ...7. The eight responses of the Kirsch masks
are termed as kn, and kh is the hth highest Kirsch activation.
The neighboring pixels with Kirsch response greater than kh
is assumed as , and the Kirsch response less thankh is assumed
as . The value of LDP for the pixel (ui, vi) is expressed as,

Lh(ui, vi) =
7∑

n=0

e (kn, kn) .2
n (1)

where

e (kn, kn) =

{
1, if (kn, kn) ≥ 0

0, else

The binary image J1 is obtained as the output of this step.

Fig. 2: Feature Extraction using Tetrolet LDP

2) Step 2: Extraction of TetroletLDP image: On the other
hand, the pre-processed face image is given to tetrolet trans-
form for obtaining the Tetrolet-LDP image. The tetrolet trans-
form is carried out using the following steps,

a) Partition of the input image: The input image is
partitioned into number of blocks of size 4× 4.

b) Evaluation of sparsest tetrolet representation: The
sparsest tetrolet representation for each block is found. In each
block, 117 admissible tetromino coverings b = 1, 2, ...117 are
considered, and for each b, Haar wavelet transform is applied.
Thus, for each b, 12 tetrolet coefficients and four low pass
coefficients are obtained. For each block, the optimum tetrolet
decomposition is obtained with the consideration of minimum
of 12 tetrolet coefficients, using which the representation of
the sparse image is obtained.

c) Rearrangement of low pass and the high pass coeffi-
cients: In order to continue the further processes of the tetrolet
decomposition algorithm, the entities are rearranged into 2×2
matrix with the use of the reshape function.

d) Storage of Tetrolet coefficients: After the sparse rep-
resentation in all the blocks, the low pass and high pass matrix
are stored. The sparse image representation is acheived with
the application of the shrinkage procedure to the coefficients
of tetrolet.

e) Termination: Repeat steps from (a) to (b) for all the
low pass image. The binary image J2 is obtained as the output
of this step.

3) Step 3: Development of Histogram features: Image J1
and J1 are EX-ORed to obtain the Tetrolet LDP image,
Jn from which the histogram features are extracted. These
histogram features are fed as the input to the 2D-HMM, which
is then trained using the Cat Swam Optimization in order to
perform the task of face recognition.

Fig. 3: Feature Extraction Steps

C. Face Recognition using 2D-Hiden Markov Model (2D-
HMM)

The face image that is needed to be classified is partitioned
into various blocks in the 2D-HMM model, and the feature
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vectors are obtained as the block statistics. The image is then
classified based on the feature vectors, which are assumed
to be produced using the Markov model that changes its state
from one block to the other. During classification, the classifier
finds the classes of optimal combination for large number of
blocks at the same time.

D. Optimal tuning of the 2D-HMM parameters
The parameters of the 2D-HMM are tuned optimally using

the CSO to perform the task of face recognition with increased
accuracy and effectiveness. The size of the 2D-HMM param-
eters decides the size of the solution.

1) Solution Encoding: The solution encoding is of the size
similar to that of the HMM parameters, and are optimally
selected using the Cat Swam Optimization algorithm. Let, the
set δ = {1, 2, ...., S} be the solution vector in the presence
of number of solutions, which are found using the Cat Swam
Optimization algorithm.

2) Cat Swarm Optimization in the optimal tuning of pa-
rameters: The optimal parameters of 2D-HMM are tuned
using CSO algorithm to carry out effective face recognition
process. The CSO algorithm is the one among the recent
Swarm Intelligence (SI)-based optimization algorithms devel-
oped on the basis of the characteristics of the cats. The cat
takes maximum time to rest, but provides more concern and
sharpness on the objects that moves in their surroundings. This
sharp characteristic of the cats motivates them in catching
their prey with the conservation of very less time. The CSO
is developed based on two modes, namely ”seeking mode”
depending on the resting time of cats, and the ”tracing mode”
depending on the chasing time of the cats.

a) Seeking mode of cats: The cat watches the surround-
ings even when it is in resting mode. If there is an indication
of the availability of prey, the cat moves with very care and
slow manner. The cat observes the z dimensional space to take
a decision about the next move.

b) Tracing mode of cats: The tracing mode represents the
chasing phase of cat to catch its prey. The cat decides about
the movement, direction and speed on the basis of velocity and
position of the prey. The new position of each cat depends on
their movement in dimensional space. The cat informs each
of the position that it crosses, and when the velocity is greater
than that of the maximum velocity, then the velocity of the
cat is assumed to be the maximum velocity. The termination
criterion, such as number of iterations, running time, and
the amount of improvement evaluates the termination of the
algorithm.

c) Algorithmic steps of the CSO algorithm: The algo-
rithmic steps of the CSO algorithm are:
Step 1: Initialization of parameters: The first step involved
in the CSO algorithm is the initialization of the solutions and
parameters. In the CSO algorithm, let η be the total number of
cats involved in the process of optimization, and the Solution
vector is obtained as,

Pt = {P1, P2, P3, ........Po......Pη} (2)

where, Po is oth cat position. The velocity of the cat, V wx,y and
the self-position consideration (SPC) are initialized.

Step 2: Fitness Evaluation: The fitness measure of the CSO
is obtained using fitness function.
Step 3: Update the cat position: The cats are sorted on the
basis of their fitness value and the cat with minimum fitness
is selected as the best solution P ∗

y . The steps are repeated for
all the cats. If the value of SPC is 1, then the cat is found
in the seeking mode and the position of the cat is updated
accordingly of the seeking mode, and if the value of SPC is
0, then the cat is found in the tracing mode, and the position
of the cat is updated accordingly of the tracing mode.
Step 4: Re-estimation of the fitness to obtain the best solution:
The fitness value is calculated again to find the best position
of the cats.
Step 5: Terminate: Repeat steps (b) to (d) until the optimal
values are obtained.

III. RESULTS

We have compared the results of existing methods of
face recognition such as, Local Binary Pattern based Hidden
Markov Models (HMM & LBP) [28], Local Directional Pat-
tern based Hidden Markov Models (HMM & LDP) [30], and
2-dimension Hidden Markov Models (2DHMM) [29] with our
proposed method. The performance is analysed using three
metrics, such as Accuracy, FRR, and FAR.

The sample inputs of the proposed method are depicted
in figure 4. Figure 4.a depicts the original sample image,
and figure 4.b shows the sample image with the illumination
variation of 200. Similarly, figure 4.c depicts the sample image
with the intensity variation of 0.25, and figure 4.d shows the
original image after feature extraction. In the same way, figure
4.e shows the sample image with the illumination variation of
200 after feature extraction, and figure 4.f depicts the sample
image with intensity variation of 0.25 after feature extraction.

Fig. 4: Simulation results of the proposed method

We have compared the results of existing technique in terms
of accuracy; as shown in figure 5. Figure 5(a) shows the
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accuracy with respect to variation in illumination. When the
illumination variation is 200, the accuracy of the methods, such
as HMM & LBP, HMM & LDP, 2DHMM and the proposed
method is 0.831, 0.9095, 0.9145, and 0.9965, respectively.
Similarly, figure 5(b) shows the accuracy in terms of intensity
variation. When the intensity variation is 1, the accuracy of
the methods, such as HMM & LBP, HMM & LDP, 2DHMM
and the proposed method is 0.8637, 0.8716, 0.924, and 0.9965,
respectively. Proposed method is performing better in terms of
accuracy compared to existing methods not only for variation
in illumination but also for variation in intensity.

Fig. 5: Comparative analysis based on accuracy

Comparative results of proposed and existing technique
in terms of FRR are shown in figure 6. Figure 6(a) shows
the FRR with respect to variation in illumination. When
the illumination variation is 200, the FRR of the methods,
such as HMM & LBP, HMM & LDP, 2DHMM and the
proposed method is 0.169, 0.09046, 0.08548, and 0.003509,
respectively. Similarly, figure 6(b) shows the FRR in terms
of intensity variation. When the intensity variation is 1, the
FRR of the methods, such as HMM & LBP, HMM & LDP,
2DHMM and the proposed method is 0.1363, 0.1284, 0.07603,
and 0.003509, respectively. Performance of proposed method
based on FRR is much better when variation in illumination
and intensity are considered.

The comparative results based on FAR are shown in figure 7.
Figure 7(a) shows the FAR with respect to variation in illumi-
nation. When the illumination variation is 200, the FAR of the
methods, such as HMM & LBP, HMM & LDP, 2DHMM and
the proposed method is 0.004538, 0.004085, 0.002774, and
0.00263, respectively. Similarly, figure 7(b) shows the FAR in
terms of intensity variation. When the intensity variation is 1,

Fig. 6: Comparative analysis based on FRR

the FAR of the methods, such as HMM & LBP, HMM & LDP,
2DHMM and the proposed method is 0.004538, 0.004133,
0.002789, and 0.00269, respectively. Simulation results show
that proposed method is better the existing methods.

Fig. 7: Comparative analysis based on FAR
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TABLE I: Comparative discussion for the methods involved
in face recognition

Methods Metrics
Accuracy FRR FAR

HMM & LBP 86% 0.1165 0.0045
HMM & LDP 88% 0.0896 0.0041

2D HMM 92% 0.066 0.003
Proposed
Method 99.45% 0.0035 0.0025

IV. DISCUSSION

Table I shows the comparative results of simulation of
proposed method and existing methods of face recognition
in terms of Accuracy, FRR, and FAR. The accuracy of the
methods, such as HMM & LBP, HMM & LDP, 2DHMM
and the proposed method is 86%, 88%, 92%, and 99.45%,
respectively. The FRR of the methods, namely HMM &
LBP, HMM & LDP, 2DHMM and the proposed method is
0.1165, 0.0896, 0.066, and 0.0035, respectively. Similarly, the
FAR of the methods, such as HMM & LBP, HMM & LDP,
2DHMM and the proposed method is 0.0045, 0.0041, 0.003,
and 0.0025, respectively. Thus, from the analysis, it is clear
that the proposed method produces high accuracy, and less
FRR and FAR measures, which shows the effectiveness of the
proposed method in face recognition under illumination and
intensity variations. Proposed method can be utilized in the
area of criminal identification, advertising, and finding missing
persons were variation in lighting conditions are huge.

V. CONCLUSION

The accurate face recognition is performed using the Tetro-
letLocal Directional Pattern (Tetrolet-LDP) and CSO. The
proposed method achieves high accuracy and less FRR and
FAR measures of 99.45%, 0.0035, and 0.0025, respectively,
which shows the superiority of the proposed method in rec-
ognizing the face in an effective manner under interpersonal,
intensity and illumination variation. Proposed method can have
various applications, such as security, surveillance, commerce,
forensics, and entertainment.

REFERENCES

[1] A. Mian, M. Bennamoun, and R. Owens, Key-point detection and local
feature matching for textured 3D face recognition, International Journal
of Computer Vision, vol.79, no.1, pp.112, 2008.

[2] M. Bennamoun , Y. Guo , and F. Sohel , Feature selection for 2D
and 3D face recognition, Encyclopedia of Electrical and Electronics
Engineering, John Wiley and Sons, Inc., pp. 154, 2015

[3] A. Mian, M. Bennamoun, and R. Owens , An efficient multimodal 2D-3D
hybrid approach to automatic face recognition, IEEE Transactions on
Pattern Analysis and Machine Intelligence, vol.29, no.11, pp.19271943,
2007

[4] R. Jameel, A. Singhal, and A .Bansal, A comprehensive study on Facial
Expressions Recognition Techniques, In Proceedings of the 6th Interna-
tional Conference - Cloud System and Big Data Engineering, pp.478 -
483, 14-15 Jan. 2016

[5] S. Berretti , N. Werghi, A. del Bimbo, and P. Pala, Selecting stable
keypoints and local descriptors for person identification using 3D face
scans, Visual Computer, vol.30, no.11, pp.12751292, 2014

[6] F. Al-Osaimi, M. Bennamoun, and A. Mian, An expression deformation
approach to non-rigid 3D face recognition, International Journal of
Computer Vision, vol.81, no.3, pp.302316, 2009

[7] Y. Lei, M. Bennamoun, M. Hayat, Y. Guo, An efficient 3D face recogni-
tion approach using local geometrical signatures, Pattern recognition,
vol.47, no.2, pp.509524, 2014

[8] Y. Guo, Y. Lei, L. Liu, Y. Wang, M. Bennamoune, and F Sohel, EI3D:
Expression-invariant 3D face recognition based on feature and shape
matching, Pattern Recognition Letters, vol.83, pp.403-412, 1 November
2016

[9] H. -S. Wong, K. Cheung, H. Ip, 3D head model classification by
evolutionary optimization of the Extended Gaussian Image representation,
Pattern recognition, vol.37, no.12, pp.23072322, 2004

[10] P. Liu, Y. Wang, D. Huang, Z. Zhang, L. Chen, Learning the spherical
harmonic features for 3-D face recognition, IEEE Transactions on Image
Processing, vol.22, no.3, pp.914925, 2013

[11] A. M. Bronstein, M. M. Bronstein, and R. Kimmel, Expression-invariant
representations of faces, IEEE Transactions on Image Processing, vol.16,
no.1, pp.188197, 2007

[12] F. K. Zaman, A. A. Shafie, and Y. M. Mustafah, Robust face recognition
against expressions and partial occlusions, International Journal of
Automation and Computing, vol.13, no.4, pp.319337, August 2016

[13] S. Li, J. Lu, Face recognition using nearest feature line method, IEEE
Transactions on Neural Networks, vol.10, no.2, pp.439443, 1999

[14] J. Chien and C. Wu, Discriminant wavelet faces and nearest feature
classifiers for face recognition, IEEE Transactions on Pattern Analysis
and Machine Intelligence, vol.24, no.12, pp.16441649, December 2002

[15] K. Lee, J. Ho, and D. Kriegman, Acquiring linear subspaces for face
recognition under variable lighting, IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol.27, no.5, pp.684 - 698, 2005

[16] S. Li, Face recognition based on nearest linear combinations, In
Proceedings of IEEE Computer Society Conference on Computer Vision
and Pattern Recognition, pp.839 - 844, 1998

[17] J. Laaksonen, Local subspace classifier, In Proceedings of the
International Conference on Artificial Neural Networks, pp.637-642, 1997

[18] I. Naseem, R. Togneri, and M. Bennamoun, Linear regression for
face recognition, IEEE Transactions on Pattern Analysis and Machine
Intelligence, vol.32, no.11, pp.21062112, November 2010

[19] B. Heisele, P. Ho, and T. Poggio, Face recognition with support vector
machine: global versus component-based approach, In Proceedings of
the Eighth IEEE International Conference on Computer Vision (ICCV),
7-14 July 200

[20] L. Ye, W. Ying, Hui, L. Jing, and H. Wen, Expression-insensitive
3D face recognition by the fusion of multiple subject-specific curves,
Neurocomputing, vol.275, pp.1295-1307, 31 January 2018

[21] X. Deng, F. Da, and H. Shao, Expression-robust 3D face recognition
based on feature-level fusion and feature-region fusion, Multimedia
Tools and Applications, vol.76, no.1, pp.1331, January 2017

[22] Shu-Chuan Chu, Pei-wei Tsai, and Jeng-Shyang Pan, Cat Swarm Opti-
mization, Pacific Rim International Conference on Artificial Intelligence,
pp.854-858, 2006

[23] J. A. Martins, R. L. Lam, J. M. F. Rodrigues, and J. M. H. du Buf,
Expression-invariant face recognition using a biological disparity energy
model, Neurocomputing, vol.297, pp.82-93, 5 July 2018

[24] D. My, Vo, and Sang-Woong Lee, Robust face recognition via hier-
archical collaborative representation, Information Sciences, vol.432,
pp.332-346, March 2018

[25] Y. Peng and H. Yin, Facial expression analysis and expression-invariant
face recognition by manifold-based synthesis, Machine Vision and
Applications, vol.29, no.2, pp.263284, February 2018

[26] W. Quan, B. J. Matuszewski, and Lik-Kwan Shark, Statistical shape
modelling for expression-invariant face analysis and recognition, Pattern
Analysis and Applications, vol.19, no.3, pp.765781, August 2016

[27] X. Deng, F. Da, and H. Shao, Adaptive feature selection based on
reconstruction residual and accurately located landmarks for expression-
robust 3D face recognition, Signal, Image and Video Processing, vol.11,
no.7, pp.13051312, October 2017

[28] M. Chihaoui, W. Bellil, A. Elkefi, and C. Ben Amar, Face Recognition
Using HMM-LBP, International Conference on Hybrid Intelligent
Systems, pp.249-258, 2016

[29] V. Bevilacqua, L. Cariello, G. Carro, D. Daleno, and G. Mastronardi,
A face recognition system based on Pseudo 2D HMM applied to neural
network coefficients, Soft Computing, vol.12, no.7, pp.615621, My 2008

[30] T. Jabid, Md. Hasanul Kabir, and O. Chae, Local Directional Pattern
(LDP) for face recognition, In Proceedings of the Digest of Technical
Papers International Conference on Consumer Electronics (ICCE), pp.329
- 330, 2010

[31] J. Krommweh, Tetrolet transform: A new adaptive Haar wavelet algo-
rithm for sparse image representation, Journal of Visual Communication
and Image Representation, vol.21, no.4, pp.364-374, May 2010

  ISSN: 2692-5079

Volume 1, 2019 95



[32] CVL face database, http://www.lrv.fri.uni-lj.si/facedb.html, accessed on
August 27, 2018

[33] J. Dalal, M. S. Meena, Prof P. Singh, A Facial Detection Technique
Using Skin Segmentation Technique, National Conference on Innovations
in Computing and Information Technology, vol 1, issue-1, 978-81-
929991-8-0, 2015

[34] J. Dalal, M. S. Meena, Prof P. Singh, Person Identification in a Group
Photograph Using SURF Feature, International Journal of Innovations
& Advancement in Computer Science (IJIACS), vol 4, issue 5, pp 13-17,
2347 8616, 2015

[35] J. Dalal, M. S. Meena, Prof P. Singh, A Facial Recognition Technique
Using Principal Component Analysis, GE-International Journal of

Mahendra Singh Meena received B.E. from Ra-
jasthan University in 2005 and M.Tech from IIT
New Delhi in 2008. Since 2010 has been member of
Electronics and Communication Engg Department
of Amity University Haryana and published more
then 15 research papers in International and Nation
Journals. His research interests are Antenna Design,
Wireless Sensor Network and Digital Image Process-
ing.

Prof. Priti SINGH had graduated from CCS Uni-
versity Meerut in 1995. She had earned PhD and
Masters from IIT Delhi in 2005 and 1999. Currently,
she is working as Professor, Deputy Dean Students
Welfare & Director of Engineering School at Amity
University Haryana. She has more than 20 years of
experience in teaching and research. Her research
areas include Digital Signal Processing, Antennas
Image Processing, Optical Instrumentation and Laser
Applications in Optical Metrology. She has pub-
lished 50 International / National Journal papers and

03 books as an editor in these areas.

Prof. Ajay Rana has done M.Tech and Ph.D. in
Computer Science and Engineering. He has pub-
lished more than 200 Research Papers in reputed
Journals and Proceedings of International and Na-
tional Conferences, Co-authored 06 Books and co-
edited 36 Conference Proceedings. He has under-
taken 30 Sponsored Research Projects and 09 major
systems based Management/HRD Consultancies in
a number of reputed organizations both public and
private, in India and abroad.

  ISSN: 2692-5079

Volume 1, 2019 96




