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Abstract: - This research employs a machine learning approach to assess and predict baseball player 
performance, utilizing three distinct algorithms: K Nearest Neighbors (KNN), Logistic Regression, and 
Gaussian Naive Bayes. The purpose of the study is to discover trends and insights for an end-to-end 
comprehension of player skills, which assists coaches, scouts, and team management to make well-informed 
decisions. Player dataset involves batting averages, overall game statistics and defensive approaches. Along 
with the data set applied in the study, the sports analytics process is also developed and the assessment of the 
baseball players being done. Moreover, this study leads to talent identification, strategy development in the 
game and planning. KNN is used to get player clusters, logistic regression used to make binary predictions and 
Gaussian Naïve Bayes approach used to get probability of occurrence. 
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1 Introduction 

Machine learning methods aim at helping make 
smarter and more effective choices as well as to 
analyze the success of each baseball player during 
the game. Player evaluation, stats on batting 
averages and results in the game also are taken into 
account. The spatial reasons are ok for KNN, 
Logistic Regression suitable for binary tasks, and 
the probabilistic insights for Gaussian Naive Bayes 
are considered as the unique strengths which are 
needed for every algorithms of a comprehensive 
player assessment framework. Generated after the 
figure 1 shows the following research objectives. 

The data source containing many baseball game 
records, we use Python capabilities for collecting, 
processing and mining this huge data set to a 
complementary format previously prepared for 
analysis. With Python libraries such as Pandas and 
NumPy, we are able to demonstrate the art of 
feature engineering. Along this path, we inch toward 
features that bring forth the game prediction's 

essence. However, the very cause of concern is in 
the predictive output itself. With Scikit-learn, 
TensorFlow, and XGBoost libraries as our trusted 
companions we start our journey, the next step is to 
enter a regression analysis, time series prediction, 
Pecota prediction, and the ensemble method. Based 
on such tools as thorough research and comparison 
we reveal the most impactful approach in modelling 
so as to present predictive analysis for baseball 
games’ outcomes. 

Going down the levels we admit the secret 
technique of feature importance analysis as well as 
correlation studies. Python libraries, such as Scikit-
learn and Seaborn, can be called the ones steering 
our way, while they help us find which trend or 
factors influence baseball tilt one way or 
another. Struggle between a player statistic (s), team 
result (s), weather condition (s) and the match 
condition (s) start to come out onto the field; this 
reveals the most dinstinguible features which are 
regularities of the game. It is significant, so we 
check the prediction models we have designed. The 
historical data match set, which for the purpose of 
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development was separate from the learning file, is 
used for training. In this work, machine learning 
algorithms were used with the aid of the python- 
Scikit- learn library. 

 

Figure 1. Main objectives 

 

The remainder of the paper is structured as follows: 
section 2 presents a literature review of relevant 
milk collection issues. Section 3 gives detail about 
the machine learning methods. Section 4 shows the 
model and a sequential three-step solution approach. 
Finally, section 5 explains the conclusions.  
 

2. Literature Survey 

This paper will deal with the science behind 
predicting the outcomes of baseball games that will 
be aimed at offering an edge to the sports analysts, 
coaches and fans over the casinos. Python acts as a 
tool that can effectively carry out learned outputs 
like best team selection, strategic planning and even 
sports betting. 

This study will be conducted by employing 3 
machine learning algorithms from 889,234 records 
for 6737 different players (from 2002-2003 to 2021-
2022) of the Major League Baseball (MLB). He 
describes using of data analytics as a device to 
dominate the competitors in the game. Though not 
specifically about machine learning, it, however, 
push forward statistics to be in area of player 
evaluation. While diverse reporting of the ML for 
player statistics can be given, such as is the case of 
machine learning on the player performance by 
researchers and the statistics comparison in the 
analysis of baseball games, the latter investigates the 
impact that machine learning has on the evaluation 

of players, rather than comparing the statistics. In 
addition, these studies were mostly focused on the 
modeling structure of the participant’s performance 
by investigating the spatial distributions and patterns 
[7]. Some studies  employed distinct machine 
learning techniques to include those factors. [8-14]. 
A case in point is our logistic regression that gives 
scores of the individual players themselves. Some of 
the studies introduce machine learning techniques 
along with their applications [15; 16]. One method 
that has been used to different studies in sports 
analytics approaches by Gaussian Naïve Bayes. It 
will provide you with a concise and introductory 
guide to using machine learning with Python if you 
are a beginner. It is best for people who are setting 
up a foundation and learning basics before moving 
on with practical applications in sports analytics. 

An analysis of recent trends and progresses in 
baseball analytics science with a main emphasis on 
the growing usage of machine learning. This survey 
identifies unanswered questions from existing 
studies and provides a roadmap for future research 
studies on the intervention of player assessment in 
this area. However, data science in sports analytics 
is just one of the multi-faceted topics covered in the 
book and really shows its practical application. It 
provides for methodological assimilation from one 
sport to another which is baseball player assessment. 
The paper explores ethical concerns of KNN, 
Logistic Regression, and Gaussian Naive Bayes 
algorithms used for player rating and decision-
making. Some of the researchers bring machine 
learning to practical applications of computer 
vision. While this technology is not baseball 
specific, it provides information on image 
identification applications, and this could be useful 
in players' motions and positions monitoring [21-
23]. 

Comprehending the ethical aspects during the use of 
machine learning in the sports analytics. The 
literature review, in this case, discusses the ethical 
concerns associated with the use of algorithms such 
as KNN, Logistic Regression, and Gaussian Naive 
Bayes in player evaluation and decision-
making. Some scientists concentrate on pratical 
applications of machine learning in computer vision 
is their objective. It may not be especial to baseball, 
however, it can teach about image recognition, 
which can be major in assessing athlete movements 
and positions [24,25]. 

The mentioned references are based on how sports 
analytics and machine learning provide a 
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relationship. The KNN method, logistic regression, 
and Gaussian Naïve Bayes methods were 
contemplated in the process of predicting the 
player's future performance in baseball. The next 
step is to introduce in methodology section of the 
study, the mathematical models of these three 
methods which are described in detail. 

 
3. Methodology 

Developing supervised machine learning solutions 
with Nearest Neighbors (KNN), Logistic 
Regression, and Gaussian Naive Bayes (GNB) 
approaches is a key aspect of the search for efficient 
processes and provides relevant solutions to 
different aspects of classification problems [26-27]. 
This exploration involves a foray into the techniques 
of KNN, Logistic Regression, and Gaussian Naive 
Bayes in which the idea behind their algorithmic 
variations to classification issues is further unfolded. 

3.1. Logistic Regression 

Logistic regression stands for the proper relationship 
between a collection of independent variables and a 
dependent variable that describes an underlying 
model. For logistic regression, there is the capability 
of dependent variable taking binary values like 0 
and 1 in contrast with the limited nature of ordinary 
linear regression.  

                                                                               

Figure 2. Logistic Regression Steps 

This is perfect for helping with the understanding of 
event probabilities or for the difference between 
categories like success or survival. Unlike the linear 
regression, the logistics regression does not infringe 
the assumptions for the categorical variables as well 
as means with more than two categories. The 
functionality of logistic regression can be performed 
by effectively illustrating a graph as shown in 

Figure 2 [28]. 

 
                                                                        (1)    
 

 3.2 K-Nearest Neighbor (KNN) 

KNN stands for the K-Nearest Neighbor algorithm 
and it is among the most widely used machine 
learning algorithms in the problems related to 
classification and regression. The principle of 
operation for the k nearest neighbor algorithm is 
discovering the class for a new data point by 
considering the identities of majority class of the 
data points in the k closest neighboring of that 
point. By taking into account the same classes as the 
data points in the k neighborhoods, the new data 
point is assigned the most common category among 
those nearest neighbors. The new data point is 
usually considered in relation to how it differs from 
the other points and that can be done using distances 
like the Euclidean, Manhattan or Minkowski 
ones. Euclidean distance, in turn, reflects the 
straight-line distance between two objects, while the 
Manhattan distance or also called the "taxicab" 
distance is the sum of the horizontal and vertical 
distances on straight lines. While we consider 
Minkowski's distance as a generalization that takes 
into account the properties of both Euclidean and 
Manhattan distances. In the bottom: a mathematical 
model of K-nearest neighbors (KNN) that is 
demonstrated in Fig.3 [17]. 

 

                                                                      (2)                                                           

3.3 Gaussian Naive Bayes 

Gaussion Naive Bayes is a kin variant of Naive 
Bayes and meets the features with the normal 
distribution assumption for classes. This may result 
in an inflation of the weights of the data points, 
situated near the center of masses of the classes. 
These allocations provide probabilities each 
feature's class label was estimated and further 
classifications for new instances are made. Bayes' 
theorem for dependent X and Y in Fig. 4 [16] is as 
shown: 

                                                                             (3)   
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Figure 3. Mathematical Model of k-Nearest 
Neighbor (KNN) 

 

Figure 4: Gauss Naive Bayes Function 

4.  Case Study 

Ever since the sports competitions have been 
introduced to the world, they have become one of 
the most to be watched programs around the 
planet. This is one of those many institutions that 
are responsible for gatherings ranging from few to 
thousands. At the moment, teams are established in 
the most part of the countries that are sometimes 
solely because of the interest. Leagues and the 
other contests are implemented because the fans 
are becoming more fanatic about the game Yet, 
baseball has transformed into more of a 
showbusiness than a sport. Likewise to the way run 
by business units, each baseball team become a 
separate entity functioning in the league. Not 
different from each other, every team 
independently manages its own finance, players 
turbulence task and marketing plan. Teams build 
revenue through the multi-tiered streams; namely, 
ticket sales, broadcast deals, merchandise business, 
sponsorships, and concessions. Just as commercial 

businesses hunt for good stuff, the ball games club 
like the baseball teams sign up star players in order 
to grow a competitive team. Player contracts are 
highly valued and act similar to employment 
contracts so that they often involve investment 
agreements, most of which are financially heavy in 
the anticipation of the performance returns. 
Contracts of Player are valued depending on 
several factors. In this report, we serves as the 
predictor of the players performance using data of 
360,542 players of 6737 different players from 
2002-2003 through to 2021-2022 in Major League 
Baseball (MLB) drawn from three different 
machine learning methods. 

4.1 Obtaining the Data 
In order to accomplish this goal, we utilize historical 
data about the MLB league, here 
www.fangraphs.com. The available data is herein 
provided; a number of matches played between the 
years 2002 and 2022 are featured. The data spreads 
several statistics that are of paramount importance 
to the teams' as well as the players' performance as a 
whole. Here are observed monitors like padawan 
walks, how many outs by a pitcher, stolen bases, 
batting average in game, homers, on-base 
percentage, on-base slugging percentage, 
unsuccessful at-bat, or how much a pinch-hitter 
have contributed. 
 

4.2 Modelling the Data 
The first step while analyzing the data is to decode 
the symbol "idfg" to get distinct ID for each player. 
The distinct identities are used to group players 
according to their performance. Hence, we separate 
players from the player's assigned group while 
dividing the data frame into groups based on player 
IDs. Having polished the data, 
sklearn.feature_selection is then employed to pick 
20 key factors out of 132 features that are used to 
minimize inaccuracies the prediction processing 
step. Here the players identities are formed by 
choosing the predictors to set the attributes and this 
process helps to make the model better. Such a 
model assists to build a straight prediction approach. 
 

4.3 Separation of the dataset into 

training and testing 
It was attempted to see if the accuracy of the 
proposed approach is valid or not. Hence, both the 
datasets from Sklearn library module were classified 
into training and testing groups. With the exception 
of the match result variable, the rest of the dataset 

Financial Engineering 
DOI: 10.37394/232032.2025.3.2 Osman Akanay Canbulat, Safiye Turgay, Esma Sedef Kara

E-ISSN: 2945-1140 17 Volume 3, 2025



are referred to as independent variables and for our 
dependent variable, we have the player's 
contribution to his team. During the process of 
training and testing DL models, the accurate models 
are selected from different algorithms based on the 
accuracy score. The train data set will be segmented 
into three separate groups of three-compound data 
sets. The system will use 296,414 data of the 6737 
player data figured during the training process. This 
remaining data set is to the test data, a set consisting 
of the match data. The accuracy ratings for each 
algorithm were similarly achieved using a the 
testing set. This step is critically essential for 
judging the capacity of machine learning (ML) 
models to be able to generalize and adapt to new 
data.The training dataset is composed of 60% of 
random from the match and the testset of rests 
40%. This technique randomly chooses data for 
training and testing which helps to represent the full 
range of the dataset and test the capability of the 
model when dealing with unseen data. 
 

4.4 Training with Machine Algorithm 

and Finding Results 

Figure 5a shows the logistic regression algorithm 
became successful 51% of the time by correctly 
predicting the results of the 10-player sample in 
different seasons. The logistic regression algorithm 
enabled 50% recall as depicted in Figure 5a. At 65% 
precision, the logistic regression algorithm was 
presented as shown in Fig.5. The K-Nearest 
Neighbor (KNN) regression model was successful 
with a rate of 56% on the correct identification of 
outcome. 

 

Figure 5: Logistic Regression Classification Report 

As indicated in Fig. 5b, the K-Nearest Neighbor 
(KNN) algorithm achieved a recall rate of 54%. The 
KNN (K-Nearest Neighbor) algorithm secured 64% 
precision as indicated in Figure 6. The classifier 

Gaussian Naive Bayes algorithm exhibited 52% 
recall value as showed in Figure 7. The Gaussian 
Naive Bayes algorithm gave 45% precision as 
observed in the Fig 5c. 

 

Figure 6: K-Nearest Neighbor (KNN) Classification 
Report 

 

Figure 7: Gaussian Naive Bayes Classification 
Report 

4.5. Comparison of Results 

In this section, the outcomes of each algorithm used 
for baseball player analysis and anticipation is 
compared with accuracy and verification scores 
(Table 1). These scores will be used to evaluate the 
performance of the algorithms and also see which 
algorithm is the best in terms of success. 

 

Table 1: Algorithms and Accuracy Scores 

c 
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After the algorithms (K Nearest Neighbor - 
KNN, Logistic Regression, and Gaussian Naive 
Bayes) implementation and evaluation, this 
figure (Figure 8-10) shows the results. 

 

Figure 8: Anova Test Report 

 

Figure 9: F Test Report 

 

Figure 8: T Test Report 

 
5. Conclusion 

Although, player analysis is one of the important 
subject matter that is studied in machine 
learning. The comfort of grabbing historical data has 
encouraged the building up of player performance 
prediction studies to a considerable extent. In other 
words, baseball competitions are more likely to be 
the type of sports where such studies happen. Here, 
different machine-learning algorithms are 
compared, and the best model is chosen as well as 
best fitting algorithm to predict educational 
performance. 

The primary aim of this research is to come up with 
a technique to forecast the level of baseball 
competition that is based on organized analysis of 
player data using machine learning 

methodologies. In this approach, a new venue is 
created to showcase a viewpoint not encountered in 
baseball business, which is done through evaluating 
player data by various algorithms. It is suspected 
that such assesments based on the results of sports 
games or players' performance are better to predict 
such results and creation of new possibilities in the 
betting industry take place. Concerning the future 
sustainability of this study, it is perceived that this 
modus of conduction of data collection and updation 
can be adopted as a sustainable method. Automated 
structure being in place will allow the system work 
perpetually across that specific time period. Indeed, 
the solution does have drawbacks and querying 
more data along with additional analysis and 
features would be very helpful. This research draws 
on data from all professional baseball athletes of the 
past. Nevertheless, it is speculated that the 
prediction success can be enhanced by passing over 
cross-references into the dataset. At the same time, 
it must be taken into account that factors like 
playOef the players, weather causes and fans' 
influence, team structure can also influence results 
and moreover these factors are relationships. The 
hypothesis is that including these exogenous 
elements in the dataset will be the cause of the 
increase in the correct rates of prediction. In 
addition to that is the present study design useful in 
any other sports, the set of data may be also 
assessed and recommended for the better quality. 

To get higher accuracy while doing player analysis, 
real player data needs to be simplified and effect of 
unforeseen characteristics needs to be reduced. This 
framework is designed to make forecasts more 
reliable and precise. This feature, which depicts the 
freshness and relevancy of the database, is perceived 
as an improvement factor. In the forthcoming, these 
things will make emotional responses in the 
sector. In situations where the chances of a player-
based prediction are high, people tend to lose 
interest in such prediction too, and consequently its 
enjoyment also reduces. Additionally, these 
adjustments will also affect the betting business 
with economic implications. 
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