
Examining LDA2Vec and Tweet Pooling for
Topic Modeling on Twitter Data
Kristofferson Culmer & Jeffrey Uhlmann

College of Engineering
University of Missouri­Columbia

Columbia, Missouri
USA

Abstract: The short lengths of tweets present a challenge for topic modeling to extend beyond what is provided
explicitly from hashtag information. This is particularly true for LDA­based methods because the amount of infor­
mation available from per­tweet statistical analysis is severely limited. In this paper we present LDA2Vec paired
with temporal tweet pooling (LDA2Vec­TTP) and assess its performance on this problem relative to traditional
LDA and to Biterm Topic Model (Biterm), which was developed specifically for topic modeling on short text
documents. We paired each of the three topic modeling algorithms with three tweet pooling schemes: no pooling,
author­based pooling, and temporal pooling. We then conducted topicmodeling on two Twitter datasets using each
of the algorithms and the tweet pooling schemes. Our results on the largest dataset suggest that LDA2Vec­TTP
can produce higher coherence scores and more logically coherent and interpretable topics.

Key­Words: Topic Modeling, NLP, Twitter, Tweet Pooling, LDA, LDA2Vec, Biterm
Received: January 24, 2021. Revised: July 2, 2021. Accepted: July 17, 2021. Published: July 31, 2021.  

1 Introduction
The rapid growth of social media over the past
twenty­plus years has led to massive amounts of dig­
ital information being curated online. Of note, a large
social media platform like Twitter, which reports over
330 million average monthly active users, allows its
users to make posts, called tweets, that have a max­
imum text length of 280 characters. In 2020, Twit­
ter reported an estimated 500 million daily tweets on
their platform. As a result of such a large corpus,
Twitter provides a veritable treasure trove for Natu­
ral Language Processing (NLP) researchers [1]. One
of the challenges facing NLP researchers in mining
large corpora is discovering the underlying topics and
themes within the text. Various approaches to topic
modeling have been developed to address this chal­
lenge.

Topic modeling identifies latent patterns of word
occurrence using the distribution of words in a col­
lection of documents. The output is a set of topics
consisting of clusters of words that co­occur in these
documents according to certain patterns [2] [3] [4].
Topic modeling has been used by researchers in a
number of fields to analyze text corpora because of
the opportunity it presents to gain a deeper under­
standing of the human thought, sentiment, and opin­
ions present in text [5]. Topic modeling has been used
to classify Twitter trends [6], large­scale event detec­
tion on Twitter [7] [8], analyze public perception of
COVID19 [9], analyze articles in traditional media
and compare them to Twitter [10], identify topics in
political speech [11], mine information from software

repositories and extract topics from source code [12],
and identify depression­related language in Twitter
[13].

One of the uses of Twitter, along with other so­
cial networks that have increased in popularity in
recent years, has been to coordinate activist cam­
paigns. This is called social justice activism, or
hashtag activism; a term coined by media outlets
which refers to the use of Twitter’s hashtags for in­
ternet activism. The term can also be used to re­
fer to the act of showing support for a cause through
a like, share/retweet, etc., on any social media plat­
form, such as Facebook or Twitter[14]. Recent pop­
ular hashtag activist campaigns have been #Black­
LivesMatter, #MeToo, #WomensMarch, and #Men­
talHeath. Increasing racial tensions in the United
States in recent years has brought more focus to ana­
lyzing tweets that use #BlackLivesMatter to gain bet­
ter understanding of the movement and perceptions
of it. As the #BlackLivesMatter hashtag increased in
popularity what seemed as a competing hashtag, #All­
LivesMatter began to appear and be used in a way that
appeared to attempt to invalidate #BlackLivesMatter,
which has caused increased interest in analyzing these
tweets. Topic modeling on tweets, however, presents
its own challenges.

Since 2018 tweets have been limited to 280 char­
acters, and prior to that the limit was 140 charac­
ters. Because of the shortness of tweets, founda­
tional topic modeling algorithms like Latent Semantic
Analysis (LSA), Latent Dirichlet Allocation (LDA)
and many of its variant algorithms like Online LDA
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(OLDA), Author­TopicModel (ATM), and LDA2Vec
do not performwell on tweet analysis because of spar­
sity in the term­document matrix [2] [3]. To address
this issue a number of topic modeling algorithms like
Twitter LDA, Temporal LDA (TM­LDA), and Biterm
Model (BT) have been developed specifically for an­
alyzing short texts like tweets. Some algorithms have
proposed aggregating tweets based on various crite­
ria: author, time, or conversation in an attempt to
lengthen the tweet documents.

In this paper we propose a novel approach to
topic modeling on tweets by using LDA2Vec paired
with temporal tweet pooling, which we refer to as
LDA2Vec­TTP. LDA2Vec enhances LDA by adding
word context from word embeddings produced us­
ing Word2Vec, which yields good results on longer
text documents but suffers from the same sparsity
problem as LDA. We enhance LDA2Vec by aggre­
gating tweets temporally and then compare our ap­
proach to two existing topic modeling algorithms. We
carry out our experiments on #BlackLivesMatter and
#AllLivesMatter tweet datasets, with tweets spanning
more than 12 months, to gain a better long term un­
derstanding of these two popular hashtags on Twitter.

The format of the remainder of this paper is as fol­
lows: In section 2 we review and discuss related work
in this domain of research. We cover classic topic
modeling algorithms and also discuss their variants.
We also discuss algorithms developed specifically for
short texts and Twitter and how to evaluate topic mod­
els. In section 3 we present LDA2Vec and temporal
pooling (LDA2Vec­TTP). In section 4 we present the
experiment design and our methods. In section 5 we
present the results of the experiment. In section 6 we
summarize the results of our experiment and propose
future directions for this research.

2 Related Work
In this section, we focus on the technical background
and the evolution of topic modeling which will set the
foundation that is required prior to diving deeper into
our proposed method. We will discuss the different
types of topic modeling, challenges in the field, re­
cent trends in research, and the applications of topic
modeling.

2.1 Approaches to Topic Modeling
There are two broad approaches to topic modeling:
supervised and unsupervised. In supervised topic
modeling the topics are predetermined and labeled
data is used to train a model to classify unseen doc­
uments as belonging to a particular topic or multiple
topics. In unsupervised topic modeling the topics are
not known beforehand. The models are developed
and trained to discover statistically significant words

within documents and across the corpus. A topic con­
sists of a collection of words and a human is needed
to interpret the meaning of the topic. In this study
we focus primarily on unsupervised topic modeling
methods.

2.1.1 Topic Modeling Algorithms
Topic models are probabilistic statistical models that
uncover the hidden thematic structure in document
collections and provides a simple way to analyze large
volumes of unlabeled text. The primary goal of the
topic modeling is to uncover patterns of words in
text and discover hidden structural words that runs
through corpus by analyzing different patterns present
in documents. [1]. We will now review some of the
classic topic modeling algorithms.

2.1.2 Latent Semantic Analysis (LSA)
Latent Semantic Analysis (LSA) was proposed in
1998 as a fully automatic mathematical/statistical
technique for extracting and inferring relations of ex­
pected contextual usage of words in passages of dis­
course. LSA is not a traditional natural language pro­
cessing (NLP) or artificial intelligence (AI) program;
as it uses no humanly constructed dictionaries, knowl­
edge bases, semantic networks, grammars, syntactic
parsers, or morphologies, or the like, and takes as
its input only raw text parsed into words defined as
unique character strings and separated into meaning­
ful passages or samples such as sentences or para­
graphs [15] [16].

The core idea behind LSA is its vector­based rep­
resentation of hidden semantic context using Single
Value Decomposition (SVD) to reduce the dimen­
sions on its original matrix [1]. LSA has four main
steps [17]:

1. Term­Document Matrix: a matrix is constructed
where rows represent individual words and
columns represent documents.

2. Transformed Term­Document Matrix: the values
in the term­document matrix can be raw word
counts but are often transformed. The best per­
formance is observed when frequencies are cu­
mulated using nonlinear values, such as the log
of the frequency.

3. Dimension Reduction: SVD is used to reduce the
dimensions of the matrix.

4. Retrieval in Reduced Space: Similarities are cal­
culated among entries in the reduced dimensional
space produced in step 3.
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2.1.3 Probabilistic Latent Semantic Analysis
(PLSA)

Probabilistic Latent Semantic Analysis (PLSA) im­
proves on LSA by using a probabilistic model instead
of SVD to detect topics [16].

2.1.4 Latent Dirichlet Allocation (LDA)
Latent Dirichlet Allocation (LDA) is a generative
probabilistic model of a corpus. LDA presumes that
a corpus is characterized by a Dirichlet distribution.
The basic idea behind this is that documents are rep­
resented as randommixtures over latent topics, where
each topic is characterized by a distribution over
words [18]. We can, therefore, summarize a Dirichlet
distribution as a distribution of distributions; in this
case documents as a distribution of topics and topics
as a distribution of words.

Figure 1: LDA Plate Diagram

In the figure 1 α and β are hyper parameters and
must be set based on the data being processed. Cor­
rect values of α and β are necessary to produce a
good model. The α term represents document­topic
density. Large values correspond to more topics per
document and conversely, smaller values correspond
to fewer topics per document. The β term represents
topic­word density. Large values correspond to more
words per topic and conversely, smaller values corre­
spond to fewer words per topic.

• α: document­topic density

• β: topic­word density

• M: number of documents in the corpus

• N: number of words in each document

• Θ: topic distribution for document M

• z: the topic assigned to each word w

• w: word in a topic

These classical approaches to topic modeling pro­
vide the basis for many other algorithms that extend
their functionality. One of the deficiencies with LDA
and LSA is that they treat each document as a bag of
words (BOW), meaning that they neglect word order

in the documents. This often time leads to unnatural
word­topic assignment. [2]. Another issue with LDA
and LSA is that they do not work well on short texts

2.1.5 Variants of Classic LDA and LSA
Authors in [19] [20] [21] address the BOW represen­
tation of documents by using n­gram representation
of words where n­grams are a contiguous sequence
of tokens in a document. The Author­Topic Model
[22] extends LDA to include authorship information.
Each author is associated with a multinomial distri­
bution over topics and each topic is associated with
a multinomial distribution over words. A document
withmultiple authors is modeled as a distribution over
topics that is a mixture of the distributions associated
with the authors.

In Online Latent Dirichlet Analysis (OLDA) the
algorithm works in an online fashion which such that
it incrementally builds an up­to­date model when a
new document appears with no need to access pre­
vious information. [23]. Spherical topic modeling
(STM) was proposed in [24] and uses term frequency
­ inverse document frequency (tf­idf) for feature ex­
traction and models documents as points on in high­
dimensional space, which allows for comparing doc­
ument similarity using cosine distance.

There are other approaches which have used term­
weighting as a means to improve LDA. [25] pro­
posed Weighted Topic Model (WTM) and Balance
Weighted Topic Model (BWTM) approaches for ex­
tracting the features in the corpus using IDF method.
WTM concentrated on weighing all behaving words
and resulting in the low parameter. Topic distribu­
tions of words increases its iterations. Efficiency
was decreased in resulting high probability of top­
ics. To achieve the efficiency BWTM used to man­
age more weights for specific words. Fewer weights
are assigned for unspecific words. Term Weight­
ing LDA (TWLDA) is proposed in [26] which as­
signs low weights to words with low topic discrim­
inating power. Words with lower weights gener­
ally have weaker negative effect on results of LDA.
This approach assigns topic­indiscriminate words low
weights through a supervised term­weighting scheme
to minimize their effect on topic assignment. The ap­
proach in [27] is similar to the approach in [26] as it
also focused on weighting terms to minimize the ef­
fect of high­frequency background words that appear
throughout the corpus, and using LDA as a baseline
method.

2.1.6 Topic Modeling on Short Texts
As mentioned earlier, classic LDA does not work
well on short text because conventional topic mod­
els implicitly capture the document­level word co­
occurrence patterns to reveal topics, which leads to
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severe data sparsity in short documents. [21]. The
biterm topic model (BTM) [21] [28] addresses data
sparsity by capturing co­occurrence by generating
biterms. A biterm denotes an unorderedword­pair co­
occurring in a short context. In BTM the short context
refers to a proper text window containing meaningful
word co­occurrences. BTM views each short docu­
ment as an individual context unit. Any two distinct
words in a short text document is a biterm. For exam­
ple, in the short text document “I visit apple store.”, if
we ignoring the stop word “I”, there are three biterms,
i.e. “visit apple”, “visit store”, “apple store”.

The approach used in [29] uses a Gaussian Mix­
ture Topic Model to construct word co­occurrence to
address sparsity but different from [21] it is able to
capture longer word contexts than biterms. In this ap­
proach, eachword is projected into a vector that repre­
sents similarity between words within the contextual
window. Hence, this approach can potentially capture
context beyond unordered word­pair co­occurrences.

2.1.7 Topic Modeling in Twitter
Twitter tweets (documents) are inherently short as
they are restricted in size by the Twitter platform.
Tweet length had been restricted to 140 characters
until 2018 when the platform doubled the maximum
length to 280 characters. Aside from the topic model­
ing approaches developed specifically for short texts,
here have been a algorithms developed specifically to
conduct topic modeling in Twitter.

Twitter­LDA is proposed in [10] and it makes the
assumption that each contains one topic only. It mod­
els the tweet generation process assuming that when
writing a tweet, a user first chooses a topic based on
her topic distribution. Then she chooses a bag of
words one by one based on the chosen topic or the
background model. This method qualitatively out­
performed classic LDA in assigning topics to a set of
tweets.

The Topic Tracking Model for Twitter (TTM) was
developed as an improvement to Twitter­LDA in [30].
TTM improves on Twitter­LDA by modeling the dy­
namic nature of Twitter user’s interests and topic
trends changing. And unlike Twitter­LDA, TTM is
an online algorithm and is able classify new tweets
with having to build a new model.

2.2 Tweet Pooling
Algorithms have also been developed that employ
document aggregation to address the short document
problem. Document aggregation on tweets is called
tweet pooling. The following list presents tweet pool­
ing methods.

• Author­based Pooling: Tweets belonging to the
same author are pooled together. A document

for each author is built where all their tweets are
combined [31] [28] [32].

• Burst­Score pooling: Trending topics on Twit­
ter consists of one or more terms and a time pe­
riod. In this scheme, bursts in term frequencies
in a time window are calculated and tweets are
pooled based on terms that experienced bursts.
If a tweet contains multiple burst terms it is place
in the pool for both those terms [31].

• Temporal pooling: Tweets that appear within
the same hour are pooled together when a ma­
jor event occurs on Twitter. Major events are de­
tected and characterized by many tweets on the
same topic appearing in a short period of time
[31].

• Hashtag­based Pooling: Tweets containing the
same hashtag are pooled together. A Twitter
hashtag is a string of characters preceded by the
hash (#) character. In many cases hashtags can
be viewed as topical markers, an indication to the
context of the tweet or as the core idea expressed
in the tweet; therefore tweets containing the same
hashtag can be pooled together[31].

• Conversation­based pooling: tweets and their
replies are aggregated into a single document and
the users who posted them are considered In this
pooling scheme, co­authors in this scheme [33].

2.3 Evaluating Topic Models
The effectiveness of a topic modeling algorithm has
typically been measured in one of three ways [34].

• Preplexity: calculates the likelihood the lan­
guage model will correctly assign an unseen doc­
ument to the correct topics [35].

• Coherence: topics are considered to be coherent
if all or most of the words, in a the topic’s top N
words, are related [36].

• Human interpretability: measures the degree to
which a human agrees with the topics assigned
by a language model , the degree to which the
collection of topics makes sense, and how well
they associate with the documents and the corpus
[34].

Although perplexity is useful for evaluating the lan­
guage model’s predictive power, coherence measures
correlate more with semantically interpretable topics
and more closely align with human judgement [34]
[37].
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3 LDA2Vec with Tweet Pooling
In this section we present our proposed approach
of combining LDA2Vec with temporal tweet pool­
ing (LDA2Vec­TTP). The motivation for this is to
take advantage of the word contextual features of
LDA2Vecwhile addressing the data sparsity problem.
The algorithm architecture for LDA2Vec is shown in
figure 2 and implements a hybrid approach to topic
modeling, mixing the sparse document representa­
tions with dense word and topic vectors. The expla­
nation of the LDA2Vec model is based on the work
presented in [38].

Figure 2: LDA2Vec Network Architecture

3.1 Word Representation
The SGNS loss shown in (3) attempts to discrimi­
nate context­word pairs that appear in the corpus from
those randomly sampled from a ‘negative’ pool of
words. This loss is minimized when the observed
words are completely separated from the marginal

distribution [38]. Pairs of pivot and target words (j, i)
are extracted when they co­occur in amoving window
scanning across the corpus. For every pivot­target
pair of words the pivot word is used to predict the
nearby target word. Each word is represented with
a fixed length dense distributed­representation vec­
tor, where the same word vectors are used in both the
pivot and target representations.

3.2 Document Representation
LDA2Vec embeds both words and document vectors
into the same space and trains both representations
simultaneously. By adding the pivot and document
vectors together, both spaces are effectively joined.
In LDA2Vec the context vector is explicitly designed
to be the sum of a document vector and a word vector
as in (1):

−→cj = w⃗j + d⃗j (1)

3.3 Loss Function
The total loss termL in (2) is the sum of the Skipgram
Negative Sampling Loss (SGNS) with the addition of
a Dirichlet­likelihood term over document weights,
Ld which is discussed in section 3.5. The loss is con­
ducted using a context vector, cj , pivot word vector
wj , target word vector wi, and negatively­sampled
word vector wl.

L = Ld +ΣijLneg
ij (2)

Lneg
ij = logσ (−→cj · w⃗i) + Σn

l=0 logσ (−−→cj · w⃗l) (3)

3.4 Document Mixture
LDA2Vec generates a document vector from a mix­
ture of topic vectors and to do so, we begin by con­
straining the document vector dj to project onto a set
of latent topic vectors t0; t1,..., tk. Each weight is a
fraction that denotes the membership of document j
in the topic k.

d⃗j = pj0·−→t0+pj1·−→t1+. . .+pjk·
−→
tk+. . .+pjn·−→tn (4)

3.5 Sparse Membership
The document weights pij are sparsified by optimiz­
ing the document weights with respect to a Dirichlet
likelihood with a low concentration parameter α:

Ld = λΣjk(α− 1) log pjk (5)
The overall objective in (5) measures the likeli­

hood of document j in topic k summed over all avail­
able documents. The strength of this term is modu­
lated by the tuning parameter lambda. This simple
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likelihood encourages the document proportions cou­
pling in each topic to be sparse when alpha less than
1 and homogeneous when alpha greater than 1.

3.6 Temporal Pooling
LDA and its variants do not perform well on short
text documents like tweets and so we consider the ap­
proaches used in [31] [28] [32] [33] that pool tweets
based on various criteria.

Temporal pooling is used is to aggregate and an­
alyze tweets when major events are detected[31].
While each tweet represents a unit of thought by the
author, tweet’s belonging to the same hashtag con­
versation provide context to the larger conversation
at discrete points in time. LAD2Vec­TTP takes ad­
vantage of the context word vectors from LDA2Vec
provide while temporal pooling aggregates tweets in
discrete time windows. This approach allows us to
more effectively analyze longstanding conversations
on Twitter. We view the #BlackLivesMatter and #Al­
lLivesMatter movements as longstanding, sustained
events and it is, therefore, appropriate to use tempo­
ral pooling to aggregate tweets. We use a window of
1 day to aggregate the tweets in our datasets.

4 Experiment Design and Methods
Figure 3 shows the design for our experiment. We
first collect tweets from the Twitter API and perform
pre­processing on that data to prepare it to be an­
alyzed. Next, we pool our #BlackLivesMatter and
#AllLivesMatter datasets using three tweet pooling
schemes: no pool, author­based pooling, and tempo­
ral pooling (1 day window). We then conduct topic
modeling on each pool of tweets using LDA2Vec,
Biterm topic model, and LDA. Finally, we compare
the performance of each topic model and tweet pool
pair using four coherence measures. The following
sections explain in more detail the methods used at
each stage of the experiment.

Figure 3: Experiment Design

4.1 Data Collection
We obtained tweet IDs in csv format from [39] for
tweets containing #BlackLivesMatter or #AllLives­
Matter (case­insensitive), collected over the time pe­
riod from August 8th, 2014 to August 31st, 2015.
Tweets were collected from the Twitter Gardenhose,
which represents a 10% sample of all tweets. We
focus on tweets from this time period because this
is when the #BlackLivesMatter began being used
prominently on Twitter. We also obtained a Twitter
developer account which provides us with consumer
keys and access tokens to access the Twitter API. We
used the Twarc python module to access the API and
download the tweets using the tweet IDs from the
datasets. Tweets from the API are in json format.

#BlackLivesMatter #AllLivesMatter
768582 101576

Table 1: Number of tweet IDs in each dataset

Figure 4: Tweets returned from the Twitter API

4.2 Data Preprocessing
Pre­processing is an essential step in NLP, text min­
ing, and text classification because choosing the ap­
propriate pre­processing tasks for the dataset will
have an impact, positive or negative, on the results
[40]. The tweets returned from the Twitter API need
to be pre­processed before they can be used to train
our topic modeling algorithms. Figure 4 shows a
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sample of tweets from each dataset. The tweets con­
tain urls, emojis, and other special characters and se­
quences like the ”RT” present in the tweets. RT in a
tweet means it is a retweet and was not authored by
the person who tweeted it. We look at the steps in
pre­processing we carried out during this experiment
in the next few subsections.

4.2.1 Removing Stop Words
Stop­words are the words that are commonly encoun­
tered in texts without dependency to a particular topic
(conjunctions, prepositions, articles, etc.). Words
such as ”is”, ”and”, ”at”, ”the”, and ”it” are consid­
ered English language stop words and do not con­
tribute meaningfully to text classification. Therefore,
the stop­words are usually assumed to be irrelevant
in text classification studies, and removed prior to
the classification. Stop­words are specific to the lan­
guage being studied as in the case of stemming [40]
[5].

We use the stop­word library from the nltk python
module to remove the stopwords from our tweets. We
also remove #BlackLivesMatter and #AllLivesMatter
hashtags from their respective corpora. Because those
hashtags appear in every tweet of their respective cor­
pus it will not provide any meaningful context to the
topic modeling algorithms.

4.2.2 Removing Special Characters and
Punctuation

As shown in figures 3 and 4 the tweets contain punc­
tuation, standard emojis, and user created emojis from
strings of special characters. We remove punctuation
using the punctuation field in python’s string class.
We use regular expressions to remove user­created
and standard emojis. Figures 4 and 5 show a list of
these emojis

Figure 5: User­generated emojis removed during pre­
processing

Figure 6: Standard emoji unicode ranges

4.2.3 Removing Duplicate Tweets
In Twitter a retweet occurs when a user another user’s
tweet. We remove these retweets from our dataset be­
cause retweets represent an endorsement for the orig­
inal tweet but do not represent a new thought or point
of view. We, therefore, retain original tweets and re­
move all duplicate tweets.

4.2.4 Tokenization
Tokenization is the procedure of splitting a text into
words, phrases, or other meaningful parts, namely to­
kens. In other words, tokenization is a form of text
segmentation [40] [5]. All tweets in our dataset are
tokenized.

4.2.5 Stemming and Lemmatization
The goal of stemming is to obtain root forms of de­
rived words. For example, the words “retrieval”,
“retrieved”, “retrieves” all get stemmed to retrieve.
Many stemming programs achieve this result in some­
what of a crude approach merely by deleting the end­
ings of words. Stemming also does not take word
context into consideration and thus, stemming can
result in a loss of meaning. For example, the sen­
tence ”Programmers program with programming lan­
guages” stems to ”program program with program
language.” Consideration of the dataset.

Lemmatization attempts to achieve the same thing
as stemming but in a different way. Whereas stem­
ming does not take context into account, lemmatiza­
tion does. Lemmatization uses parts of speech to de­
termine how to convert a word based on whether it
is a noun, verb, pronoun, adverb, or adjective. For
example the word ”better” lemmatizes to ”good” and
”corpora” to ”corpus”.

Research in [41] reports that while stemming
slightly outperforms lemmatization, the differences
is statistically insignificant. From manual inspec­
tion, stemming was observed to be aggressive to the
datasets and we, therefore, do not perform stemming
or lemmatization.

4.3 Tweet Pooling
We propose to pair LDA2Vec with temporal tweet
pooling (LDA2Vec­TTP) as a means to effectively
address the short length of tweet documents and we
compare our approach with two other tweet pooling
schemes to assess its effectiveness. We use no pool­
ing, author­based pooling, and temporal­based pool­
ing with a window size of one day to aggregate the
tweets in our data sets.

We decided not to use hashtag­based pooling since
the authors in [39] have previously created a hashtag
network with this data set. Moreover, since we are
investigating the underlying topics within the #Black­
LivesMatter and #AllLivesMatter datasets, any hash­
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tags within those tweets should support those hash­
tags. We do not use burst­score pooling since we are
not investigating trending topic tweets. And we do
not use conversation­based since we did not collect
tweets and their replies and therefore do not have ac­
cess to whole conversations.

4.4 Algorithm Hyperparameter Settings
We evaluate the performance of our topic modeling
algorithms with their respective hyperparameters set
as listed below. We also set each model to return the
eight most popular topics in our datasets.

• LDA: This algorithm accepts two hyperparame­
ters: α (topic­document density) and β (word­
topic density). We determined that the settings
which yield the best coherence are α = ’asym­
metric’ and β = 0.9.

• Biterm: We use the α and β settings used in the
original paper [21] α = 50/number of topics and
β = 0.01.

• LDA2Vec: This algorithm uses the β parame­
ter for negative sampling and we set β = 0.75 as
in the original paper. This setting slightly em­
phasizes choosing infrequent words for negative
samples [38].

4.5 Evaluation
We evaluate the effectiveness of our tweet pooling
schemes by comparing the coherence [42] scores, us­
ing the four coherence measures listed below, of the
algorithms on each pool of tweets. Topics are consid­
ered to be coherent if all or most of the words, in a
topic’s top N words, are related [36].

We use the Palmetto application to calculate coher­
ence. Palmetto is a tool which tries to help researchers
by offering different coherence calculations for a
topic’s top words. These coherence values are based
on word co­occurrences in the English Wikipedia and
have been proven to correlate with human ratings.
[43].

• Cp is based on a sliding window, a one­preceding
segmentation of the top words and the confirma­
tion measure of Fitelson’s coherence. Word co­
occurrence counts for the given top words are de­
rived using a slidingwindow and thewindow size
70. For every top word, the confirmation to its
preceding top word is calculated using the con­
firmation measure of Fitelson’s coherence. The
coherence is the arithmetic mean of the confir­
mation measure results [42].

• CUCI is based on a sliding window and the point­
wise mutual information (PMI) of all word pairs

of the given top words. The word co­occurrence
counts are derived using a sliding window with
the size 10. For every word pair the PMI is cal­
culated. The arithmetic mean of the PMI values
is the result of this coherence [44].

• CUMass is based on document co­occurrence
counts, a one­preceding segmentation and a log­
arithmic conditional probability as confirmation
measure. The main idea of this coherence is that
the occurrence of every top word should be sup­
ported by every top preceding top word. Thus,
the probability of a top word to occur should be
higher if a document already contains a higher
order top word of the same topic. Therefore, for
every word the logarithm of its conditional prob­
ability is calculated using every other top word
that has a higher order in the ranking of top words
as condition. The probabilities are derived using
document co­occurrence counts. The single con­
ditional probabilities are summarized using the
arithmetic mean [45].

• CNPMI is an enhanced version of the CUCI co­
herence using the normalized pointwise mutual
information (NPMI) instead of the pointwise mu­
tual information (PMI) [46].

5 Results
We use two datasets in this experiment containing
tweets with #BlackLivesMatter and #AllLivesMatter
hashtags, respectively.

5.1 #AllLivesMatter Data Statistics
Table 2 and figures 7 and 8 show #BlackLivesMatter
dataset statistics, tweet length distribution and word
cloud representing the 30 most popular words in the
dataset.

#AllLivesMatter Dataset Statistics
Number of tweets before pre­processing 101,576
Number of tweets after pre­processing 13,949
Unique authors 11,857
Total Words 116,071
Vocabulary Size 18,297
No Pool Avg Tweet Length 6
Author Pool Avg Tweet Length 10
Temporal Pool Avg Tweet Length 370

Table 2: #AllLivesMatter Dataset statistics

5.2 #BlackLivesMatter Data Statistics
Table 3 and figures 9 and 10 show #BlackLivesMatter
dataset statistics, tweet length distribution and word
cloud representing the 30 most popular words in the
dataset.
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Figure 7: #AllLivesMatter Tweet Stats

Figure 8: #AllLivesMatter word cloud

#BlackLivesMatter Dataset Statistics
Number of tweets before preprocessing 768, 582
Number of tweets after preprocessing 127,333
Unique authors 72,062
Total Words 1,057,141
Vocabulary Size 72,941
No Pool Avg Tweet Length 8
Author Pool Avg Tweet Length 15
Temporal Pool Avg Tweet Length 2724

Table 3: #BlackLivesMatter Dataset statistics

Figure 9: #BlackLivesMatter Tweet Stats

Figure 10: #BlackLivesMatter word cloud

5.3 Coherence Evaluation
Tables 4 and 5 show the coherence values produced by
LDA, Biterm, and LDA2Vec, using the three pooling
schemes. The bold values represent the best perform­
ing algorithm for each pooling scheme. The ”best”
coherence values are the largest one relative to the
others.

#AllLivesMatter Coherence
No Pool Cp CUCI CUMass CNPMI

LDA ­0.367 ­1.533 ­3.023 ­0.050
Biterm ­0.252 ­0.888 ­1.897 ­0.024
LDA2Vec ­0.272 ­2.161 ­2.881 ­0.130

Author Pool Cp CUCI CUMass CNPMI

LDA ­0.331 ­1.745 ­3.223 ­0.058
Biterm ­0.231 ­1.184 ­2.053 ­0.038
LDA2Vec ­0.234 ­0.755 ­2.242 ­0.149

Temporal Pool Cp CUCI CUMass CNPMI

LDA ­0.293 ­0.752 ­1.161 ­0.027
Biterm ­0.293 ­0.959 ­1.641 ­0.026
LDA2Vec ­0.388 ­1.155 ­2.374 ­0.037

Table 4: Table displaying the coherence values from
the #AllLivesMatter dataset. The bold values repre­
sent the best performing algorithm for that pooling
scheme

5.3.1 #AllLivesMatter Dataset Evaluation
We observe in table 4 that the Biterm topic model out­
performs LDA and LDA2Vec in the dataset with no
tweet pooling. The Biterm algorithm was developed
specifically for topic modeling on short documents
and so it follows that it performs best when tweets
are not pooled and the document length is shortest.
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BLM Coherences
No Pool Cp Cuci CUmass Cnpmi
LDA ­0.206 ­2.595 ­3.595 ­0.076
Biterm ­0.138 ­0.843 ­2.223 ­0.018
LDA2Vec ­0.123 ­1.111 ­3.437 ­0.017

Author Pool Cp Cuci CUmass Cnpmi
LDA ­0.180 ­1.221 ­2.507 ­0.033
Biterm ­0.145 ­1.061 ­2.319 ­0.024
LDA2Vec ­0.225 ­1.131 ­4.020 ­0.021

Temporal Pool Cp Cuci CUmass Cnpmi
LDA ­0.219 ­1.961 ­2.737 ­0.076
Biterm ­0.210 ­1.707 ­2.849 ­0.058
LDA2Vec ­0.380 ­0.659 ­1.571 ­0.021

Table 5: Table displaying the coherence values from
the #BlackLivesMatter dataset. The bold values rep­
resent the best performing algorithm for that pooling
scheme

In the author pooling scheme, Biterm performed
best with all the coherence measures except forCUCI

where LDA2Vec had the highest score. Document
lengths are still short in this pooling scheme so it fol­
lows that Biterm performed as well as it did, but sur­
prising that LDA2Vec performed best using CUCI .

In the temporal pooling scheme LDA performs
best in each coherence measure except for CNPMI

where Biterm had the best coherence score. Biterm
also matched scores with LDA forCp. LDA2Vec per­
formed worst in all four of the coherence measures in
this pooling scheme even though the document size
became much larger. We investigate this more later in
the discussion section. This behavior was, however,
not mirrored in the #BlackLivesMatter dataset.

5.3.2 #BlackLivesMatter Dataset Evaluation
The Biterm model performed best in the no tweet
pooling dataset scoring best in CUmass and Cuci co­
herence and slightly below LDA2Vec in CNPMI .
LDA2Vec also scored best in Cp coherence in this
pool. LDA performed worst in all four coherence
measures.

In the author pool, Biterm continued to perform
best, as expected, with the highest coherence in all
measures except CNPMI where it performed slightly
worse than the LDA2vec algorithm which had the
best score.

In the temporal pool, LDA2Vec performed best
and have the highest coherence score for each mea­
sure except Cp. This behavior is consistent with the

expectation that LDA2Vec should perform better with
a larger document size. Biterm had the best coher­
ence score for the Cp measure. Surprisingly, LDA
was outperformed by Biterm in all coherence mea­
sures except CUMass.

5.4 Coherence Trends
Our expectation for this experiment was that we
would observe coherence scores for LDA and
LDA2Vec improve as document size increased, and
that is what we did observe. Even though LDA2Vec
performed the worst of our three algorithms in the
temporal pool of the #AllLivesMatter dataset and
LDA performed the worst of our three algorithms in
the temporal pool of the #BlackLivesMatter dataset,
both algorithm’s coherence scores did improve from
the no pooling coherence scores. We also observe that
the coherence scores for Biterm decline as document
size increases. Figures 11, 12, and 13 show the coher­
ence trends for the #BlackLivesMatter dataset.

Figure 11: #BlackLivesMatter dataset LDA coher­
ence trend curves

Figure 12: #BlackLivesMatter dataset Biterm coher­
ence trend curves
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Figure 13: #BlackLivesMatter dataset LDA2Vec co­
herence trend curves

5.5 Topic Assignment & Human
Intepretability

The effectiveness of a topic modeling algorithm is
also judged based on the human interpretability of the
topics it produces. We will now look at the topic as­
signments for the Biterm topic model and LDA2Vec­
TTP from the temporal pool of the #BlackLivesMat­
ter dataset and from the no pooling pool from the #Al­
lLivesMatter dataset to compare the interpretability of
the topics produced. Topics are considered to be co­
herent if all or most of the words in the word­topic
assignment are related.

Figure 14: LDA2Vec topic assignment for #Black­
LivesMatter temporal pooling

Figure 15: Biterm topic assignment for #BlackLives­
Matter temporal pooling

LDA2Vec­TTP produced better coherence scores
than Biterm topic model in the #BlackLivesMatter
dataset with temporal pooling and we see from the
word­topic assignment for both algorithms, in figures

14 and 15, that LDA2Vec­TTP produced the more in­
terpretable topics. For example, some of the topics
can be categorized as follows; topic 1: Sandra Bland;
topic 3: protests for Eric Garner; topic 5: voting in
the upcoming election; topic 8: protests for Freddie
Gray in Baltimore. We observe a logical coherence
in the topics produced. The Biterm topic model also
produces interpretable topics. Some of the topics also
seem to have overlap. For example, topics 1 through
6 present similar themes about police killings involv­
ing people of color (POC). Topic 8 can be categorized
as violence against Muslims.

We now look at the word­topic assignment for
LDA2Vec and Biterm topic model for the #AllLives­
Matter dataset with no pooling.

Figure 16: LDA2Vec topic assignment for #AllLives­
Matter no pooling

Figure 17: Biterm topic assignment for #AllLives­
Matter no pooling

The Biterm topic model produced higher coher­
ence scores than LDA2Vec for this dataset. Figures
16 and 17 show the word­topic assignment for both
algorithms and we observe that there is a logical co­
herence to the Biterm topics. Some of the topics can
be categorized as follows; topic 2: police violence;
topic 3: Ferguson; topic 4: call for unity; topic 5: Eric
Garner and Mike Brown; topic 7: pro­life.

The LDA2Vec algorithm did not perform well on
this dataset, as expected since data sparsity will be an
issue with un­pooled data. Even though we do ob­
serve some logical coherence in the word­topic as­
signment some of the topics are uninterpretable. For
example, some of the topics can be categorized as fol­
lows; topic 1: Syrianmassacre; topic 4: victims of po­
lice killings, topic 5: violence against animals; topic
6: police unarmed killings. These topics do point to
issues being discussed during the time window the
tweets were collected. The remainder of the topics
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are relatively uninterpretable.

6 Conclusions
To our knowledge, this experiment is the first to use
LDA2Vec to conduct topic modeling on tweets. The
work in [28] compares BitermTopicModel with LDA
and Twitter­LDA using user­based aggregation and
evaluates coherence using PMI (Pointwise Mutual
Information). Our work uses four coherence mea­
sures to compare the performances of Biterm, LDA,
and LDA2Vec using our tweet pooling schemes, and
therefore provides a robust comparison of the respec­
tive algorithm performances.

The results of our experiments demonstrate that
LDA2Vec­TTP can be used effectively for topic
modeling on tweets and analyzing longstanding
hashtag conversations on Twitter. Specifically, it
produced logically­coherent and highly­interpretable
topics with the best coherence scores in three of the
four coherence measures used when analyzing the
#BlackLivesMatter dataset. However, our results also
showed that Biterm tends to perform better for small
document sizes but that LDA and LDA2Vec tend to
produce higher coherence scores as document size in­
creases.

Future work will attempt to better characterize the
variables that determine the document size at which
this transition occurs.
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