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Abstract: - Education is an important component in defining the overall development of a country. It is also a 
significant tool for achieving success in life. One of the important aspects influencing any educational institution's 
success is its students' academic achievement. In educational institutions, student dropout is a complex problem. 
Educational managers consider it vital to predict a student's risk of dropping out as soon as possible. It still needs to 
be easier to predict accurately in advance. The major problems in the present research work include overfitting in a 
predictive model, complex variable relationships, insufficient feature extraction, and data pre-processing 
complexity. The key goal of this study is to improve student achievement, decrease the number of dropouts, create 
support plans, and constantly modify these plans based on ongoing progress monitoring. Specifically, this research 
aims to identify at-risk students early using machine learning algorithms, allowing educational institutions to take 
timely and targeted interventions. Identifying the student's needs early in their time with you will ensure that 
vulnerable students get the support they need, help prevent dropout rates from increasing, and significantly benefit 
their general academic performance. In this work, the King Abdulaziz University database was used. Exploratory 
Data Analysis (EDA) is heavenly for understanding the characteristics of the data, identifying anomalies, 
recognizing trends, and directing further data pre-treatment procedures. Genetic Algorithm-optimized Latent 
Dirichlet Allocation (GA-LDA) is used for feature extraction. We utilize canopy clustering with a Gaussian Flow 
Optimizer (GFO) for accurate student grouping. Finally, a hybrid Logistic Regression-K-Nearest Neighbour (LR-
KNN) technique is used for data classification. Accuracy, precision, recall, F1-score, sensitivity, and specificity 
metrics were used to examine the proposed model. 
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1   Introduction 
In the fast-remodeling world of education, there is a 
wide search for better modes of teaching and 
learning. The passports of graduates and postgraduate 
students are coming out in large numbers every year, 
and the growth of educational institutions has also 
seen a rise recently. It has been established that 
student achievement is one of the most critical 
matters to educational managers, [1]. In the present 
global scenario, academic institutions have started 
relying on data solutions to enhance the quality of the 

teaching-learning process and students’ 
achievements. This commitment to early tracking of 
students likely to experience poor academic 
performance is especially important to ensure that 
such students receive the educational support they 
require to excel. Scholars from fields such as higher 
education are beginning to actively participate in 
gaining more sophisticated information from data 
sources. A recent merging and alliance have evoked 
the study field combining education with Data 
Mining (DM), [2]. College registration has increased 
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due to the recent diversification of colleges into new 
areas of learning. The systems of higher education 
across the globe have developed rapidly during the 
last fifty years. Hence, more youths are in higher 
education institutions today, and old students have 
more chances, [3]. Because of increased enrollment, 
large quantities of data have been generated, which, 
if analyzed effectively, can create valuable 
information. Inconsistent data formats and 
insufficient evaluation tools and methods contribute 
to adequate decision-making, [2], [4]. Universities 
need to learn how not to lose their students if they are 
to perform well. The student dropout rates are an 
important indicator of the delivery of services, in this 
case, the quality of education. The issue of student 
attrition is multifaceted in the educational system, 
and it has positive effects on students and negative 
impacts on institutions, society, and the economy, 
[5]. It is a massive problem for the countries with the 
‘American dream’ economy and the developing 
states. A dropout is a very negative thing for a 
student, and it has a negative financial impact on the 
university, [6]. It was noted that many managers of 
the educational system experienced the challenge of 
predicting the probability of leaving college as soon 
as possible. It is increasing and getting more 
prevalent; however, this is one of the most 
challenging issues in early prognosis. While it is a 
recent frequency on the rise, early prediction is not 
easy, [7]. DM is a strong method that enables 
extracting relevant data from large data sets. To 
enhance student grades and decrease the weak 
students' failure rate, DM can observe this poor 
behavior correctly, [8]. A university can 
professionally distribute resources by predicting the 
likelihood of students for specific courses, assisting 
learners in making wise choices of their fields of 
specialization, courses, and programs, and assisting 
them in boosting their performance according to data 
collected in the past. This implies that the university 
policy shall be forced to address the string issues, 
probably directing most of its concern towards 
student support systems, [9]. Data mining is an 
efficient tool for providing information that is 
otherwise unavailable and useful for upcoming 
predictions and suggestions in the education sector. 
Applying data mining to the attention behaviors of 
students in long lectures with active computer usage, 
it is possible to distinguish different behaviors, [10]. 
When used in the context of studying the factors/her 
factors that affect students' performance, it employs 

several techniques/algorithms to learn from the 
diverse data feeds. DM can only be realized by 
abstracting simple data from a stored data set that has 
not been discovered, [11]. The previous studies 
support this theory and note that it is good that 
students are aware when they make a wrong decision 
or that other known and unknown factors affect the 
decision. This is why it is important to minimize the 
dropout rate of students and identify the factors that 
can potentially influence the student’s decision to 
drop out of school. It is also said that the educational 
system issue, which is perceived to be one of the 
hardest, is that of students dropping out, [12]. Since 
university dropouts also feel failed, they are 
detrimental in terms of the economy and society as 
well as to the self-image of the learners. The 
development of models to estimate the probability of 
non-continuation in higher education and to define 
students with a high risk of withdrawal to apply the 
retaining rules is the issue that attracted much 
attention to researchers, [13]. For the institutions to 
be able to make selections that would produce the 
best outcomes, they must have access to all education 
data in the various formats they come from various 
sources, [14]. For enhancing graduation rates in 
higher education, it is required to improve student 
retention, [15]. Moreover, given retention rates 
provide information about the opportunities, 
including planned student counseling. The primary 
goal is to discuss what constitutes the elements and 
how one can build the model that optimizes the 
predictability for using data mining techniques in the 
early identification of students who may not be 
successful in their careers. 

For this study, we employed data from the King 
Abdulaziz University archive, which consists of 
students’ performance, attendance, and behavior data, 
which are important for the early identification of at-
risk students. Exploratory Data Analysis (EDA) is 
applied to identify data characteristics and detect or 
get to know the data patterns and subsequent EDA 
data pre-processing steps, which may include missing 
values, outliers, and normalization. The proposed 
Latent Dirichlet Allocation algorithm is optimized by 
a method such as Genetic Algorithm (GA) to enhance 
feature extraction and determine multiple patterns 
related to student risk. To discover relevant features, 
the study uses canopy clustering with GFO to 
accurately group students. It also uses a combination 
of the Logistic Regression-K- Nearest Neighbour to 
enhance classification correctness. 
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1.1  Motivation and Objectives 
The overall problem statement has several significant 
issues that need innovative solutions when compared 
to current approaches. 

 Overfitting in a Predictive Model: In 
existing methods, the danger of overfitting 
when developing predictive models, when a 
framework fits sample data unusually, yet its 
dependability is bargained because it cannot 
generalize to new, unexpected conditions. 

 Complex variable relationships: The 
existing method does not efficiently capture 
the deep associations that exist between the 
variables, which could reduce the correctness 
of the model in predicting students who are 
at risk of dropping out. 

 Insufficient Feature extraction:  The 
effectiveness of predictive models deeply 
depends on feature extraction. In current 
methods, inadequate feature extraction may 
result in models struggling to capture 
complex patterns, particularly in high-
dimensional or difficult data. 

 Data Pre-processing Complexity: In 
present methods, the early stages of 
examination, handling outliers, missing 
values, and deciding on the need for data pre-
processing can be tough. These tasks may 
delay the analysis process and affect the 
quality of knowledge of insights. 

 
This work is motivated by a desire to apply data 

mining to improve the educational process in our 
universities in Saudi Arabia. Goal one proposes that 
early intervention, informed by students 'performance 
data, can cut dropout rates and improve academic 
achievement. 

 
The specific objectives are as follows: 

 To identify patterns, correlations, and 
problems in student behavior and 
performance; get a holistic understanding of 
data. 

 To detect missing values, outlier values, and 
variable encoding to guarantee disaggregated 
data reliability before analysis. 

 To extract relevant features from raw data 
and construct predictive models to consider 
key factors predicting student success. 

 Cluster algorithms are used to group students 
of similar characteristics together while, at 
the same time, classification models can be 
employed to produce predictions for students 
at risk. 

 To implement early interventions, including 
academic support and counseling, based on 
analysis results, aiming to improve overall 
student achievement. 

 
1.2   Research Contributions 
This comprehensive research project encompasses 
the following key highlights:  

• The data is obtained from the King 
Abdulaziz University database, which 
contains students' academic performance 
records, attendance, and behavioral data. 
These are indispensable data sources that can 
help to discover students who are at risk.  

 • EDA helps in understanding what attributes 
are present in the data and the existence and 
identification of outliers and patterns. It leads 
to subsequent stages of data pre-processing. 
There is also standardization and 
normalization of data before analysis and 
handling of missing values and outliers, 
among others.  

 • To extract features for the identification of 
'hidden trends' or patterns of student risks, 
what is referred to as the GA-LDA is used.  

 • The research interprets model decisions to 
determine which characteristics are potent 
for decision-making. It uses the canopy 
cluster with the Gaussian Flow Optimizer to 
classify students with high accuracy. Also, 
the method used for classification combines 
both the Logistic Regression-K-Nearest 
Neighbour (LR-KNN) classification.  

 • The underlying goals of the initiative are to 
provide the target student's specific 
individual learning plan with adequate 
academic support, daily progress monitoring, 
and appropriate changes in academic support. 

 
1.3  Paper Organizations  
The study's remaining sections are organized as 
follows: existing research shortcomings are evaluated 
in Section II. Section III describes the specific 
problem statement. The proposed work is explained 
fully in Section IV along with diagrams and 
pseudocode. The experimental setup is provided in 
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Section V along with thorough explanations of the 
simulation setup, comparative analysis, and research 
summary. Section VI provides a thorough discussion 
of the suggested works’ conclusion and future 
undertakings. 

 
 

2    Literature Survey 
Besides this section also elucidates in detail the 
limitations of prior research. This particular study, 
[16], aims to examine the relationship between 
students’ first-semester academic productivity, 
particularly the first test and assignment, and their 
overall performance after a semester. The study's 
findings pertain to the chosen courses, which are 
probably not generalized to other fields of knowledge 
and different types of courses. This research [17] 
aims to use ML and education data mining to predict 
the final exam results of undergraduate students 
based on their midterm test scores. The classification 
accuracy achieved by the study is mind-blowing; 
however, there is an obvious failure to capture the 
variations of the ranges of student performance, for 
instance, differentiate between high-risk failure 
students and those who require moderately low 
assistance. The present study [18] will design a new 
rule-based system called Risk Flag (RF) to improve 
student learning achievements, as well as the 
performance of educational facilities. However, this 
approach pays much attention to an initial evaluation 
of students while disregarding other factors affecting 
students’ performance, and the effectiveness of 
interventions also depends on individual student 
conditions. This study [19] looks at the problem of 
predicting student dropout rates from e-learning 
courses using data available in educational systems. 
Complex handling of huge amounts of educational 
data may cause the use of computer resources and 
may extend processing time, especially when 
analyzing data that extend to several years. Authors 
in [20] explore the stochastic ML to the challenge of 
predicting, from different times in a school year, 
which students are likely to fail future examinations. 
Probabilistic ML models are normally complex, 
much more so than deterministic ones, and their use 
implies the need for large computations, which is a 
problem of scale. 

This paper looks at the attrition rates of 
universities and their implications on academia and 
the economy, [13]. Multiple methods of feature 
selection and multiple machine learning models used 

as a single approach are applied in the study. To end 
up with a useful propositional-level prognostic 
system for dropout rates, significant and highly 
capable computing resources, and extensive and 
intensive specialist training are required. This paper 
proposes an RNN-based network structure to solve 
the issue of identifying which online courses students 
are likely to need to complete. When essential data is 
missing or lossy, the RNN model will perform 
poorly; its performance depends on the quality and 
quantity of available learning features. This paper 
[23], examines the effectiveness of a structured 
intervention program aimed at enhancing the 
comprehension and study skills of Latin American 
undergraduate medical students. The efficacy of 
processes varies based on the institutional setting and 
student population; thus, the findings of this research 
couldn't be applicable to other medical school 
scenarios or student populations. This study [24], 
focuses on assessing secondary school students' 
academic performance since it has a big influence on 
their future educational results. The research is 
limited by the quality and availability of the 
anticipated data since inaccurate or missing data can 
lead the conclusions to be less accurate. This study 
[25], examines the challenges that online learning 
settings provide for students who are at risk of 
experiencing difficulty with concentration and 
academic performance. An approach for forecasting 
which students may be at risk is to study how they 
learn and deploy Deep Learning (DL) and ML 
algorithms. It depends on the speed and reliability of 
data input to continuously monitor and intervene. In 
real-time operations, model execution consumes a lot 
of processing power. 

This study [26], uses ML approaches to identify 
whether students are at risk inside a learning 
environment. It tries to establish a mixed-model 
preliminary forecast system of student performance 
using various ML techniques. Many features in the 
data had to be represented in different ways. For 
example, this would hurt the model's generalization 
and understanding compared to the errors seen in 
error computation alone. A paper [27], in which the 
author presents his ideas on how to change existing 
practices of evaluation to something new: for 
example, not all examinations that mostly determine 
whether one passes or fails to be replaced by one that 
looks at fundamental abilities, colleges, and 
universities nowadays enter to admit students; it is 
not simply enough passing examinations as they did 

WSEAS TRANSACTIONS on INFORMATION SCIENCE and APPLICATIONS 
DOI: 10.37394/23209.2025.22.16 Mohammad Hamza Awedh, Ahmed Mueen

E-ISSN: 2224-3402 169 Volume 22, 2025



before. It is technically difficult to integrate 
predictive algorithms into current protocols and 
educational systems; thus, platform and database 
compatibility is required. The primary focus of this 
study [28], is the early detection of university 
dropout risk, accounting for variables including 
academic exhaustion, satisfaction, and intention to 
discontinue education. The research creates a 
screening tool, but it does not provide an in-depth 
evaluation of how well it predicts which students will 
drop out in the end. In this study [29], DM and ML to 
forecast student retention at various higher education 
levels. Perhaps the problem of overfitting has not 
been effectively solved, hence lowering the model’s 
robustness; this is where models are built to perform 
well on the training data but poorly on new data. 
During the COVID-19 lockout, the study [30] 
developed the UBU Monitor tool, which helped the 
institution determine vulnerable students or those 
who might drop the health science degree program. 
The study's execution of the UBU Monitor 
instrument in a specific topic limited the assessment 
of its effectiveness across all academic courses and 
disciplines. In this study [31], a novel prediction 
approach was created to fully use this learning 
behavior data. Our method creates a hybrid deep 
learning model that can concurrently extract the 
temporal behavior information and the overall 
behavior information from the learning behavior 
data, helping to more accurately predict the high-risk 
students. The implementation cost of these models 
rises due to their higher computing demands, 
particularly for educational institutions with tight 
budgets. This article [32], suggests a method for 
automatically monitoring and predicting student 
grades and marks. This study aims to minimize 
RMSE and enhance classifiers’ efficiency. The data 
set in the proposed method is preprocessed for data 
cleaning, whereby only the student's labeled 
academic history data is used to train the regression 
model and the DT classifier. In the case of time series 
data, which is helpful in an educational environment 
to track students’ progress over a given period, RF is 
not the most suitable. In this study [33], the authors 
employed DM and video learning analytics resources 
to estimate the students’ performance for the 
semester. Seven machine learning classification 
algorithms: Naïve Bayes, K- Nearest Neighbour 
(KNN), Logistic Regression (LR), Artificial Neural 
Network, Support Vector Machine (SVM), Random 
Forest (RF), and the Decision Trees (DT) were 

employed to analyze data from mobile applications 
and the LMS and SIS platforms. However, KNN is 
not very useful in determining the variables that 
impact student performance as it doesn’t reveal the 
relationship between features and the target variable. 
This study offers a special approach for predicting 
student performance [34], which involves ML 
techniques. An example of augmenting feature 
selection is using the k-means algorithm with the EM 
and genetic algorithms. 

Further, they employed a set of ML classifiers to 
examine the recommended findings. Since Naive 
Bayes uses a simplistic representation, it fails to 
capture complex patterns in the data set. If the model 
does not capture equity in the various aspects of 
student performance, it produces underfitting. Table 
1 (Appendix) describes the research gap in the 
literature survey. 

 
 

3    Problem Statement 
An ongoing key problem is the improvement of the 
efficiency of educational procedures in Saudi 
universities. A few of the issues highlighted in the 
latest research are as follows: An ongoing key 
problem is improving the efficiency of educational 
procedures in Saudi universities. A few of the 
specific issues highlighted in the latest research are as 
follows: 

This paper [35] considers assessing the use of DL 
in EDM for predicting students’ performance and 
their ability to identify low-performing students in 
courses like ‘Programming’ and ‘Data Structures.’ 
Therefore, using a dataset from a four-year 
university, several models such as Decision Trees 
(DT), Logistic Regression (LR), gradient boosting, 
Random Forest (RF), K-nearest neighbors (K-NN), 
and support vector classifiers are built. This study 
also encompasses other areas, such as predictive 
models and bias analysis, and the educational 
authority has an API that can interface the results of 
the models. Some of the problems detected in these 
papers are: Some of the issues detected in these 
papers are: 

• Indeed, feature transformation and selection are 
informative parts of the entire progress of the model. 
Many things can be said about the confusion when 
identifying the most important aspect from a list of 
parameters. 

• topics like aspects of importance in data, 
detecting important values, and handling with no 
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results are common problems encountered when 
engaging in the first levels of data analysis. 

• This means that when there are no clustering 
algorithms, certain targeting and intervention chances 
may not be noticed and, hence, not administered. 
Implementing an intervention program requires 
grouping to increase the likelihood of success in the 
learning process. 

 • As the data volumes rise, the scalability 

problem during data preparation leads to delays in 

risk evaluation and instructional learning analytics. 

The study [36], covers data from over 258,000 

students between 2015 and 2020, employed learning 

analytics and machine learning models to predict at-

risk students.  It focuses on identifying students at 

risk of academic failure or dropping out in Uruguay’s 

secondary education system.  The paper designs 

predictive models, using the random forest algorithm, 

to operate at different times during the school year.  

The authors achieved high performance metrics, with 

AUROC scores exceeding 0.90 and F1-Macro values 

over 0.88, indicating strong accuracy in identifying 

at-risk students. 

To improve early warning systems in educational 

institutions, this paper [37], suggests an enhanced 

fuzzy clustering method based on composite 

components. The purpose of smart campuses is to 

help students make decisions and make sure they can 

complete their education. This work [38], addresses 

the issue of figuring out academic accomplishment 

for students at Higher Education Institutions (HEI) 

using data-mining approaches. The objective is to 

identify features that group to represent different 

student performance levels and to develop prediction 

models for each cluster to fully detect student 

performance. Problems faced by researchers are:  

 • Poor feature extraction reduces the accuracy 

of the predictions as it cannot capture the proper 

patterns and information of the data. This stage is 

sometimes overlooked when dealing with complex or 

‘Big Data’, but when this occurs, models fail to give 

the right prediction.  

 • Higher computational cost and demand for 

resources with small improvements of enhanced 

fuzzy clustering technique make them unsuitable for 

large problems or real-time applications.  

 • K-means reflects data points into a single 

cluster, which is problematic if the data point’s 

cluster membership is not well defined. The 

clustering is made by probabilistic cluster 

assignments are generated, and soft clustering 

algorithms generate the result. 

• SVMs need precise hyperparameter 

modification and perform poorly on huge datasets. 

Furthermore, they could have trouble with 

complicated non-linear connections or noisy data, 

which leads to inadequate prediction results. 

The complicated problem of student-teacher 

attrition is examined in this article [7], which has 

major consequences for people,    organizations that 

educate people, and society. To improve attrition 

prediction and early identification of student teachers 

who are in danger, this effort aims to develop a 

predictive algorithm. Some of the major problems in 

this study are: 

 Overfitting the data during the construction 

of a predictive model results in the model 

performing well on sample data but having 

difficulty generalizing to new, unexpected 

scenarios. 

 The research's four-step logistic regression 

technique could not have captured complex 

correlations between variables, which limits 

the model's capacity to forecast future events 

with any degree of accuracy. 

 

3.1   Research Solutions 
One strategy for this could be models that use 

featured analysis for identifying the students who are 

in danger of becoming dropouts based on data 

Similar to the ones on attendance, students’ behavior, 

and their performance. Lessons learned: This model 

aims to minimize fallbacks and dropouts, seen as 

unnecessary expenses, by accelerating the period to 

identify at-risk pupils and provide support solutions 

via an elongated ML range. The information used in 

this work is the data from King Abdulaziz 

University, which contains students’ behavioral, 

attendance, and academic performance information. 

That is why these data sources significantly help 

define which students are at risk. Based on that 

definition, the task of EDA is to show or prove what 

information may be obtained from the contrast of 

data among different systems and retain information 

on specific aspects. As is true with any hypnotic 

suggestion, it leads to other data processing 

operations. Namely, you must learn missing numbers 

and outliers during the preprocessing (normalization) 

phase to analyze it. Thus, GA-LDA facilitates the 

feature extraction and the identification of more 

elaborate student risk profiles. Thus, by applying the 
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canopy clustering alongside the Gaussian Flow 

Optimizer, the study group improves the exactness of 

the clusters and the interpretation of model choices to 

reveal the relevant characteristics. Furthermore, it 

incorporates both the LR and KNN algorithms for 

classification. This entails developing client-specific 

treatment and implementation, continuous 

assessment of the learner's performance, and constant 

adjustment of the approaches to enhance 

interventions to help at-risk teenagers learn. 

 

 

4    Proposed Method 
However, we must identify the key signs of the 
students likely to drop out through the proposed ML 
algorithm, which includes performance, attendance, 
behavior, and other aspects. This strategy is designed 
to keep the learners engaged and minimize dropout 
rates by identifying helpless learners early and 
offering it through different ML approaches. It 
improves the educational outcomes and makes the 
learning environment more positive. The proposed 
architecture is illustrated in Figure 1 (Appendix). The 
following are the main steps in this approach. 

 Data collection 
 Exploratory Data Analysis (EDA) 
 Data pre-processing 
 Feature extraction  
 Interpretation and evaluation 

- Clustering the data 
- Classify the data 

 Early intervention and support 
 

4.1   Data Collection 
Our primary study data source will be the King 
Abdulaziz University (KAU) database, which 
contains behavioral information that helps identify at-
risk students as well as academic achievement and 
attendance records. 
 
4.1.1   King Abdulaziz University Database 

This database contains the behavioral, academic 
achievement, and attendance records of the students. 
Gender, nationality, place of birth, state ID, grade ID, 
section ID, topic, semester, relation, raised hands, 
visited resources, announcement’s view, discussion, 
parent answering survey, parents school satisfaction, 
student absence days, class are the records present in 
KAU database. 

 

4.2   Exploratory Data Analysis (EDA) 
EDA is a preliminary data analysis process in which 
data is assessed and depicted to gain preliminary 
insight into properties of values, including outliers 
and patterns. Thus, EDA aids an analyst in deciding 
which variables require further analysis and which 
require pre-processing. Histogram: This is also a 
graphical display, but the special feature of this data 
representation tool in EDA is that it represents a 
distribution of a given variable. Histograms reveal 
central and distribution characteristics, breaking data 
points into certain ranges. Histograms have a vital 
role in revealing the basic properties of the data and 
help in making the proper decisions concerning the 
further stages of the analysis.  

Exploratory data analysis, or EDA, comprises 
many basic parts that help to understand and get 
insights into the data or structure of the data set.  
 Descriptive Statistics: Descriptive statistics gives 

an accurate measurement that summarizes the 
main characteristics of the dataset that it contains:  
 • Mean: The data set's average can be obtained 

by summing all the values and dividing them 
by an overall count of values.  

 • Median: The middle value of the data when 
this data has been arranged either in 
descending or ascending manner. It is divided 
into two equal parts. 

 • Mode: This, of course, can be challenging, so 
more often than not, the value or values that 
rank first are the most frequently observed. 

• Standard deviation: The difference between the 
values and the mean. It defines the spread of 
the data values in the analysis.  

• Variance: The average value subtracted from 
the squared values of the measured values and 
the result divided by measurement range. 
Knowing how the data is distributed is useful, 
and this provides for the distribution of data. 

 Data Visualization: These methods are 
nevertheless necessary for one to see the 
information as the analysts work so that one can 
easily grasp it. Namely, numerical data are 
displayed in histograms, box and scatter plots, 
bar and heat plots only, and only frequencies, 
tendencies, outliers, and variable dependencies 
are discussed.  

  Data Cleaning and Preprocessing: Some 
processes that occur before data preprocessing 
are as follows: Data cleansing involves 
identifying data duplicates, errant data points, 
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missing values, and inconsistent data within the 
existing database. It will be typical for data 
preparation tasks before other data analyses, 
including controlling some of the categorical 
variables, feature scaling, and data 
standardizations. 

 Feature engineering is a process that entails 
adding another set of features to another set of 
features. It is called feature engineering, as it 
aims to redefine a given dataset to enhance 
performance in a specific forecast or explanation.  

 
4.2.1  Histogram 

Histograms refer to a process in which continuous 
data information or a set of data is represented. They 
divide observations into bins or classes according to 
their value. Therefore, since they split one variable 
into intervals or bins and represent the rates or counts 
of observations falling in each bin in the form of bars, 
histograms are used to show the distribution of that 
variable. 
 
4.3  Data Pre-Processing 
Pre-processing from data collected through EDA includes 
managing missing points, outliers, and data scaling. 
 
4.3.1   Handling Missing Values 

This data management approach involves using a 
means to enter the missing values through the mean 
of the specific input. That method concerns variables 
that are normally distributed. 
 
4.3.2   Addressing Outliers 

A logarithmic transformation decreases the impact of 
outliers and reduces the range of values in a dataset. 
This technique has a certain advantage when the data 
distribution is positively skewed. 
 
4.3.3   Normalization 

Normalization, one of the data pre-processing 
techniques, is used to bring the scale of the data to an 
acceptable level for comparison. Quantile 
transformation transforms the data to align them with 
specific probability distribution functions, such as the 
normal distribution. 

As discussed in the previous section, quantile 
transformation can help handle time-series outliers 
and must be applied to the input time series. Quantile 
transformation is a statistical transformation method 
that aims to make the distribution of data points in a 
dataset uniform or normal, hence reducing the 

influence of outliers. In several ML and data analysis 
applications, obtaining more consistent and reliable 
results to achieve this is useful. 
 
4.4   Feature Extraction 
Currently, the Genetic Algorithm-optimized Latent 
Dirichlet Allocation, or GA-LDA, expands the 
feature extraction approach application in the risk 
and educational analysis fields. In GA-LDA, 
conversely, hyperparameters are optimized using 
genetic algorithms, making a neat fit on data in 
contrast to the fixed hyperparameters, which is 
common in the conventional LDA approach. It is 
especially useful in identifying variable themes in 
textual data such as student behavior logs, course 
content, and assessment. It thus improves the 
transformation of the document into document topic 
distribution. It noted that compared with other 
methods, the importance of LDA features is rather 
high for GA-optimized in capturing different patterns 
concerning student risk, which is very important in 
the context of prediction. These factors are used 
because they show different risk profiles concerning 
students, which gives assurance to them as input to 
any subsequent predicting or classifying task that 
seeks to establish whether or not a student is at risk. 
  
4.4.1 Genetic Algorithm (GA)  

One among a robust class of evolutionary algorithms 
for solving search-based problems that can be 
implemented in many searching problems is the 
Genetic Algorithm (GA). This is because GA does 
not search for other various random solutions like 
random local search algorithms but tries to keep a 
record of the best solutions. Algorithm 1 shows the 
major activities involved in the GA's working 
principle. 
 

Algorithm 1: GA working mechanism 

Step 1: Initiate a random population of individual 
solutions. 
Step 2: Analyze each solution's fitness solution. 
Step 3: Selection of the top individuals. 
Step 4: Utilize crossover. 
Step 5: Employ mutation. 
Step 6: Generate a new population. 
Step 7: Repeat step (2) to step (6) until convergence 
or set of iterations. 
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Step 1: Initializing a group of solutions (individuals) 
is how the GA gets started. They are all referred to as 
the population. Naturally, every solution is referred 
to as a chromosome that contains genes. Random 
initialization is applied to the solutions inside the 
lower and higher bounds. To convert the random 
initiated values to the alternatives, use equation (1), 
where the list is the list of alternatives and rand 
denotes the random value that was established. The 
item's index in the options list is the result. 

𝐼𝑛𝑑𝑒𝑥 =  [𝑟𝑎𝑛𝑑 ∗ (𝑙𝑒𝑛𝑔𝑡ℎ(𝑙𝑖𝑠𝑡) − 1)]        (1) 
 
Step 2: Every solution's fitness function is computed. 
By the Survivor Selection Policy, a fitness function is 
employed to assess a solution's fitness for carrying 
over into the following generation. Weighted Sum 
(WS) value from equation (2) is used to compute the 
fitness function. Following the DL model's training 
and assessment of the whole dataset, the WS internal 
metrics are determined. Prior to proceeding to the 
next stage, the solutions are arranged according to the 
fitness value, first in ascending order for 
minimization issues and descending order for 
maximization problems. Importantly, age-based 
selection is an alternative to fitness-based selection. 
In this method, the newest chromosomes in the 
population are exchanged for the oldest. 

𝑊𝑆 =
𝑤1

𝐿𝑜𝑠𝑠
+ 𝑤2 ∗ 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 + 𝑤3 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +

𝑤4 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑤5 ∗ 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 + 𝑤6 ∗ 𝐹1 + 𝑤7 ∗
𝐴𝑈𝐶           (2)    

       
where 𝑤1 , 𝑤2 ,𝑤3 ,𝑤4 ,𝑤5 ,𝑤6 ,𝑤7  are the multiplied 
weights and their sum must equal to 1. The weight 
𝑤2, which belongs to the accuracy is set to be the 
highest among others. 
 
Step 3: The selection process selects the best 
solutions that remain for the next generation. The 
applied task determines the number of best answers. 
It can be the top half of the top two answers. 
 
Step 4: The crossover is significant in GA because it 
produces the offspring that will make up the 
population of the next generation. The crossover can 
be applied using a variety of techniques, including 
order-based, shuffle, ring, partial mapping, single-
point, multi-point, uniform, and entire arithmetic 
recombination. 
 

Step 5: The purpose of the mutation is to prevent 
early convergence and boost generational variety. A 
mutation is the application of the search space idea 
via a random alteration in the chromosome. A variety 
of mutation techniques exist, including random 
resetting, flipping a bit, swapping, scrambling, and 
inversion mutations. 
 
Step 6: After successfully generating, the new 
generation has been set up to go on to the next 
iteration. 
 
 Step 7: Except for the initial step, every prior step is 
repeated by specified completion criteria. It might be 
several iterations or convergence, which would 
indicate that there are no appreciable differences 
between the current and past generations. It is 
possible to effectively arrive at the ideal or nearly 
ideal answer when the iterations are finished. 

 

4.4.2  Latent Dirichlet Allocation (LDA) 

A generative probabilistic model called LDA has 
been suggested to extract hidden concepts from 
different types of text sources. The words in text texts 
serve as the main data units for this unsupervised 
model. The smoothed LDA graphical model is shown 
in Figure 2. The 𝑋𝑑,𝑝 the index of the word x in the 
document d, represents the input of the model. The 
model yields the M, which is a predetermined 
quantity of latent concepts. Each topic m, 𝑚 ∈
{1, … … 𝑀} is represented by the discrete probability 
distribution 𝜑𝑘 over the vocabulary V and generated 
from a Dirichlet distribution 𝜑𝑘~𝐷𝑖𝑟(𝛽) . 
Additionally, every document d, 𝑑 ∈ {1, … … 𝐷} 
comes from a Dirichlet distribution 𝜃𝑑~𝐷𝑖𝑟(𝛼) , 
which represents the distribution of topics for every 
document d. From 𝜃𝑑  we calculate 𝑎𝑑,𝑝  per word 
topic assignment in the document d, where 𝛽 and 𝛼 
are the Dirichlet parameters. 

M

M

P

X

D

a

 

 

 

 
Fig. 2: Graphical model representation of LDA 
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Another method in enhancing feature extraction 
for the forecast of complimenting students' academic 
achievement is the Genetic Algorithm-optimized 
Latent Dirichlet Allocation, commonly known as 
GA-LDA. This method often scans through a list of 
possible indications employing a genetic algorithm to 
determine the most suitable ones. It is then followed 
by LDA Latent Dirichlet Allocation to detect latent 
ideas in the characteristics that have been chosen to 
give some meaning. GA-LDA uses both techniques 
to help find which aspects of a student's educational 
profile are the most useful. This helps arrive at 
informed decisions about the educational field and 
comes in handy in making correct estimations of the 
student's performance. 
 

4.5   Interpretation and Evaluation 
Interpret the model's decisions to understand which 
features are most influential in identifying at-risk 
students. 
 

4.5.1  Clustering the Data 

Utilize canopy clustering to organize students 
according to similar features. Canopy clustering is a 
hierarchical clustering algorithm with two main 
phases: Initialization and Clustering. 

 Initialization phase: In the Initialization 
Phase of canopy clustering, we begin by 
determining the similarity criteria for 
classifying students into canopies by 
establishing T1 and T2 as distance thresholds.  

 

4.5.1.1  Canopy Clustering 

The data may be approximately divided into many 
overlapping groups, which are then recorded as 
Canopy using the Canopy algorithm. Every subset 
forms a cluster; to speed up clustering, low-cost 
similarity measures are often used. Consequently, 
Canopy clustering is often used for other clustering 
methods' initialization procedures. The initial data set 
X is sorted by specified constraints, and the creation 
of Canopy requires the specification of two distance 
thresholds: T1, T2, and T1 > T2. A rough distance 
computation method is used to determine the distance 
d between successive sample data vectors in A and X 
once a random data vector A in X is selected. The 
sample data vector with d less than T1 is mapped to a 
canopy, while the sample data vector with d less than 
T2 is eliminated from the available set of potential 
center vectors. Follow the preceding steps until either 
X is empty and the operation ends, or until there are 

no more possible center vectors on the list. Figure 3. 
demonstrates the procedure of canopy clustering. 
Here, using canopy clustering similar characteristics 
are grouped as cluster 1, cluster 2, and cluster 3 
respectively. 
 

T1

T2

Current center

Cluster 1

Cluster 2 Cluster 3

X

X

X

X

Not belong to this 

cluster

Belong to this cluster 

can also be a center 

of new cluster

Belong to this cluster 

can not be a center of 

new cluster Similar characteristics are grouped

Fig. 3: The procedure of canopy clustering 
 

T1 and T2 are tailored to our data and similar 
characteristics, such as using the Grade Point 
Average (GPA) or test scores to categorize academic 
performance. We begin by selecting at random the 
first students to serve as the initial center of the 
canopy. For each student in the dataset, we determine 
their distance from the current canopy center using an 
appropriate similarity metric, such as Euclidean 
distance for numerical features or a custom metric. If 
the distance is less than T1, the student joins the 
existing canopy. If the distance is less than T2, the 
current student replaces the center of the canopy. 
This procedure is repeated for each student, yielding 
a collection of canopies containing students with 
similar characteristics. These canopies serve as the 
basis for subsequent clustering based on student 
characteristics. 

 

4.5.1.2   Euclidean Distance 

Numerous clustering techniques use Euclidean 
distance metrics to identify clusters. It is assumed 
that m and n stand for the number of objects and 
characteristics and that there are x multidimensional 
spaces. When computing an interval using the 
Euclidean distance formula, the usual scaling formula 
is given as equation (3): 

𝑐(𝑧𝑚, 𝑧𝑛) =  √∑ (𝑧𝑚𝑟 − 𝑧𝑛𝑟)2𝑥
𝑟=1             (3) 

 
The standard scale of the interval in the 

Euclidean n-dimensional space model can also be 
determined using the cosine variable. This is the 
calculating formula shown in equation (4): 
             𝑂𝑐𝑜𝑠(𝑧𝑚, 𝑧𝑛) =  

∑ (𝑧𝑚𝑟 .𝑧𝑛𝑟)𝑥
𝑟=1

∑ 𝑧𝑚𝑟
2𝑥

𝑟=1 ∑ 𝑧𝑛𝑟
2𝑥

𝑟=1
                (4) 
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 Clustering Phase: In the Clustering Phase, 
we propose a Gaussian Flow Optimizer. 
Gaussian Flow represents the efficient and 
perfect modeling of data distributions using 
GMM, while Optimizer emphasizes the role 
of the Whale Optimization Algorithm (WOA) 
in fine-tuning clustering parameters. Utilize 
the Gaussian Mixture Model (GMM) to 
capture the distribution of academic 
performance characteristics within each 
canopy. Initialize the GMM parameters and 
establish a function for evaluating clustering 
quality. 
 

4.5.2   Gaussian Mixture Model (GMM) 

When processing non-spherical data sets, the GMM 
clustering technique provides more flexibility. The 
Gaussian probability density function was used to 
split the data set into many models; GMM uses the 
function to properly quantify a set of data. To do 
unsupervised clustering, the GMM probability model 
which also has the quickest learning speed—fits the 
input data set to create a suitable linear GMM 
distribution combination model. When reservoir 
composite quality is classified using GMM clustering 
algorithms, finishing quality and reserving quality 
within the same clustering category differ less, while 
finishing quality and reservoir composite quality 
within different clustering categories differ 
significantly. As a consequence, the reservoir 
composite quality index of the same splitting stage is 
equivalent. 

 GMM clustering algorithms 
The sample data set 𝑍′ = {𝑧11

′ , 𝑧11
′ … . , 𝑧𝑥𝑦

′ } of a 
known reservoir composite quality index conforms to 
a K Gaussian distribution; then the GMM appears to 
be in the form of equation (5): 

𝑞(𝑧|𝜃) = ∑ 𝛼𝑘𝒩𝑘
𝐾
𝑘=1 (𝑧|𝜃𝑘)                 (5) 

 
where 𝜃𝑘 = (𝜇𝑘 , ∑𝑘) , and the unit Gaussian 
distribution 𝒩𝑘(𝑧|𝜃𝑘) , which mean 𝜇𝑘  and 
covariance matrix ∑𝑘, is called a component of the 
GMM, where 𝛼𝑘  is a mixed parameter, and is the 
weight of the k Gaussian distributions and represents 
prior probability: 

∑ 𝛼𝑘
𝐾
𝑘=1 = 1,0 ≤ 𝛼𝑘 ≤ 1                (6) 

 
The probability density function of 𝒩𝑘(𝑧|𝜃𝑘)  is 
given in equation (7): 
𝒩𝑘(𝑧|𝜃𝑘) =

1

(2𝜋)𝑑/2|∑𝑘|1/2𝑒 −1/2[(𝑧−𝜇𝑘)𝑆∑𝑘
−1(𝑧−𝜇𝑘)]  (7) 

Then, these GMM parameters will be enhanced 
with the help of an optimization technique called 
Whale Optimization Algorithm (WOA) for the 
maximum value of a fitness function, defined in 
terms of the negation of the objective function. The 
WOA optimization is performed iteratively over-
optimized iterations to improve the GMM clustering. 
Moreover, one should consider certain metrics to 
assess the comprehensiveness of the clustering made. 
Expanding from this, look at students in terms of the 
district, examine the resulting clusters, assign 
students to these clusters, and get some insight into 
the academic performance pattern. This sort of 
technique uses the melting-pot shape of GMM to 
work well when the sections are of various forms and 
uses the optimization procedure of WOA to adjust 
the parameters of the segments to enhance the 
clustering of students with similar characteristics 
under each canopy.  

 
4.5.3   Whale Optimization Algorithm (WOA) 

Before presenting the WOA optimization ideas, it is 
vital to comprehend the three phases of optimization 
searching. The three primary phases of the algorithm 
searching for food, encircling its prey, and swimming 
spirally to feed replicate the hunting strategies of 
humpback whales. Figure 4 illustrates how a random 
probability factor 𝑝 ∈ 𝑟𝑎𝑛𝑑 [0,1]  and a coefficient 
|𝑋| influence its selection. 

 
Calculating the p and |X|

P < 0.5

|X| < 0.5

Spiral updates Searching for food Encircling the prey

No

No

Yes

Yes

Fig. 4: Block diagram of WOA mechanism 
 

4.5.3.1   Searching for Food 

Whales search for food at random during the food 
search phase. The present individual whale chooses 
another individual whale at random to target and 
approaches its location. This procedure matches the 
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algorithm's worldwide development period. The 
following equation (8) should be referred to as:  

{
𝑍(𝑠 + 1) = 𝑍𝑟𝑎𝑛𝑑(𝑠) − 𝐵. 𝐶1

𝐶1 = |𝐷. 𝑍𝑟𝑎𝑛𝑑(𝑠) − 𝑍(𝑠)|
               (8) 

 
where 𝑍𝑟𝑎𝑛𝑑(𝑠)  is a randomly selected individual 
whale from the existing whale population, Z(𝑠) is the 
current individual whale position, D is the vector of 
the coefficients randomly distributed between [0,2], 
and |𝑋| should be referred to as the following 
equation (9): 

        {
𝑋 = 2𝑥. 𝑟 − 𝑥,

𝑥 = 2 −
2𝑠

𝑆𝑚𝑎𝑥

                          (9)                                                 

 
where r is a random number within [0,1]. x is called 
the control parameter, s is the current number of 
iterations, and 𝑆𝑚𝑎𝑥  is the maximum number of 
iterations. As the number of repetitions s grows, it 
can be seen that the value of the coefficient |X| 
similarly declines linearly from 2 to 0. 

 

4.5.3.2   Encircling the Prey 

Whale schools use bubble nets to assault their prey. It 
consists of two steps that correspond to the WOA 
algorithm's local exploitation stage: contraction and 
spiral updating. In WOA, the population member 
who has presently found the best solution is regarded 
as the target prey, and all other members of the 
population are drawn toward it. The following 
equation should be used to refer to the shrinkage 
envelope phase mathematical model: 

{
𝑍(𝑠 + 1) = 𝑍𝑏𝑒𝑠𝑡(𝑠) − 𝐵. 𝐶2

𝐶2 = |𝐷. 𝑍𝑏𝑒𝑠𝑡(𝑠) − 𝑍(𝑠)|
               (10) 

 
where 𝑍𝑏𝑒𝑠𝑡(𝑠)  is the best-positioned individual 
whale in the current population and 𝐶2 is the length 
of the enclosing step. The smaller the value of |𝑋|, 
the smaller the step length of the whale swimming. 

 

4.5.3.3   Swimming Spirally to Feed 

In the spiral renewal stage, other whales will hunt for 
food by swimming in a spiral toward the ideal whale. 
It causes them to look for the ideal person to work 
with to find the best potential answer. The location of 
the current whale is where the spiral update begins, 
and the position of the current best whale is where it 
finishes. The following formula is used to refer to the 
mathematical model. 

{
𝑍(𝑠 + 1) = 𝐶3 . 𝑒𝑙𝑎 . 𝑐𝑜𝑠(2𝜋𝑙)+𝑍𝑏𝑒𝑠𝑡(𝑠)

𝐶3 = |𝑍𝑏𝑒𝑠𝑡(𝑠) − 𝑍(𝑠)|
      (11)                          

where 𝐶3  is the distance between the current 
particular whale and the best-positioned whale, a is a 
constant coefficient and l belongs to a random value 
inside [0,1]. 
 
4.5.4   Classify Data 

Implement classification algorithms for predicting at-
risk students using the Logistic Regression with K- 
Nearest Neighbor (LR-KNN). Developing a hybrid 
model necessitates thorough consideration of the 
advantages and disadvantages of each component 
model. KNN can capture complex non-linear patterns, 
whereas logistic regression is useful for analyzing 
linear relationships. The hybrid approach seeks to 
improve predictive accuracy by utilizing both of 
these factors.  Each subcluster's aggregated features 
are subjected to LR, effectively creating discrete 
models for students within distinct subgroups. This 
enables the identification of linear relationships 
within each subcluster, based on the assumption that 
students within the same subgroup share similar 
features and behaviors. 

 

4.5.4.1  Logistic Regression 

When using quantitative or qualitative independent 
variables to explain a binary response variable, 
statistical modeling is often used. It is a member of 
the generalized linear model’s category. For instance, 
the usual form of the log odds for an LR model with 
a single independent variable, Z, which can be either 
binary or continuous, is 𝑚 = 𝛽0 + 𝛽1𝑧 , where the 
coefficients 𝛽0 𝑎𝑛𝑑 𝛽1 are the regression parameters 
and z is the observed value of Z. This is non-linear 
model so that the odds are the exponent 𝑒 = 𝑎𝛽0+𝛽1𝑧 , 
representing a non-linear model as the chances are a 
non-linear mixture of independent variables, with the 
exponential function being assumed to be the base a. 
Then, the associated probability function of X=1 is 
𝑞 = 𝑄(𝑋 = 1) =

exp(𝛽0+𝛽1𝑧)

(exp(𝛽0+𝛽1𝑧)+1)
=

1

(1+𝑒𝑥𝑝(−𝛽0−𝛽1𝑧))
           

(12) 
 
On the other hand, K-Nearest Neighbors is also 

individually applied to each subcluster to detect 
intricate non-linear patterns within these fine-grained 
student subgroups. Hybridization, the crucial 
concluding stage, combines the predictions from LR 
and KNN models within each subcluster. This fusion 
takes advantage of both the linear and nonlinear 
features of the models by employing a weighted 
average or other applicable techniques. 
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4.5.4.2  K- Nearest Neighbor 

A crucial part of ML is the K-NN technique. It 
depends on the supervised learning methodology. All 
of the available data is preserved by the K-NN 
algorithm, which also classifies newly added data 
points according to how similar they are to 
previously classified data. It suggests that new 
information can be quickly classified into a well-
defined category using the K-NN technique. The 
KNN technique is most often used for classification 
issues, while it can be used to regression as well. 
Newly collected data is categorized by the KNN 
algorithm into a group that closely matches the 
previously stored data from the training phase. Figure 
5 shows the flowchart of KNN classifier. After 
grouping of similar characteristics using clustering is 
performed, K-NN is used to classify the clustered 
data as category A and category B. 
 

Before KNN

New data point

Category A

Category B

Category A

Category B

New data point assign to 

category A

After KNN

KNN

 
Fig. 5: Flowchart of K-NN classifier  

 
High accuracy and precision in identifying at-risk 

pupils at every subcluster level are made possible by 
the hybrid LR-KNN architecture. In addition to 
offering a thorough knowledge of student behavior 
and improving the prediction accuracy in identifying 
students at-risk, it accommodates both linear and 
nonlinear patterns among different student groupings.  
A helpful ML technique for classifying student data 
based on academic accomplishment is LR-KNN. The 
method integrates the benefits of logistic regression, 
a powerful classification tool, with K-NN, a non-
parametric methodology that considers the similarity 
of data points. Teachers and instructors can 
effectively place students into different performance 
groups by using this hybrid method. This enables 
them to provide targeted interventions and assistance 
to help students succeed academically. 

 
4.6   Early Intervention and Support 
To assist at-risk students in attaining academic 
success, perform assessments to identify academic 

and non-academic issues, establish individualized 
support plans, and continuously adjust those plans 
based on ongoing progress monitoring. 

 
 

5   Experimental Results 
This section presents the experimental analysis of the 
proposed DM approaches that are utilized to enhance 
the education of the students. The results demonstrate 
the suggested strategy's outstanding effectiveness. 
This sub-section includes the simulation setup, 
comparison analysis, and research summary. 

 
5.1  Simulation Setup 
The simulation environment is created to assess the 
feasibility of the proposed model and how well it 
predicts students at risk. The simulation tool used 
here is Python 3. 11. 3, and the system specifications 
are described in Table 2. The hardware requirements 
include a hard disk of 500GB, a minimum RAM of 
2GB, and a processor of 2. 5GHz or higher. The 
simulation operates in a Microsoft Windows 10 (64-
bit) environment.  It also provides the best conditions 
for using computational methods since the hardware 
and software capabilities are sufficient for the 
successful functioning of the predictive model. The 
experiment follows this configuration, making the 
results replicable and scalable to similar educational 
prediction problems. 
 

Table 2. System specification 
Hardware               

specification 
Hard disk 500GB 

RAM minimum 2GB 
Software 

specification 
 

Simulation tools 
 

Python – 3.11.3 
Processor 2.5 GHz and 

above 
OS Windows 10-

(64-bit) 
 

5.2   Comparative Analysis 
The proposed model is contrasted with other existing 
methods like fuzzy algorithm [37] and EnFftRP 
(Ensembled Fast Fourier Transformed Ranking 
Prediction), [21]. A number of metrics, including 
sensitivity, specificity, recall, F1-score, accuracy, and 
precision, are utilized to graphically evaluate the 
suggested model. 
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5.2.1  Accuracy 

This corresponds to the classifier's capability and 
indicates the accuracy of the classifier. The fraction 
of accurate predictions divided by the total number of 
forecasts yields the accuracy. The following Equation 
(13) is used to compute it. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                   (13) 

 
where: 

 True positives (TP): situations when a 
yes prediction is made. 

 True negatives (TN): instances when no 
prediction is generated. 

 False positives (FP): scenarios when the 
answer is really yes but the prediction is 
no. 

 False negatives (FN): situations when a 
yes result is really projected to be a no. 

 

Table 3. Numerical Outcomes of Accuracy (%) 
No of 

Epochs 

 

Accuracy (%) 

Proposed Fuzzy 

algorithm 

EnFftRP 

100 92 90 89 

200 92.8 91.3 90.7 

300 93.7 92.5 91 

400 96.5 94 92.4 

500 97.9 96.2 94.5 

 

 
Fig. 6: Accuracy based on the Number of Records 

 
Figure 6 and Table 3 showed a batch of three 

different algorithms used in the dataset. The methods 

described the implemented fuzzy algorithm presented 

in the paper and EnFftRP. The Proposed algorithm is 

more accurate during the epochs than others and 

increases from one hundred epochs from 92% to 97.9 

percent in the subsequent 500 epochs. The Fuzzy 

Algorithm has an initial accuracy of 90% at the first 

100 epochs and increases to 96.2% if the epoch 

number increases to 500, which shows reasonable 

improvement along with epochs but is slightly worse 

compared with the Proposed Algorithm and the 

accuracy factor. On the other hand, EnFftRP starts 

with 89% accuracy at 100 epochs and 94.5% at 500 

epochs yet records the lowest accuracy rate between 

all the two models.  

The number of epochs is relevant in identifying 

the learners who may require additional attention at 

an early stage using ML. The Proposed Algorithm is 

the most effective in that it guarantees finding 

vulnerable students early with maximum accuracy. 

Still, it can be assumed that the lower accuracy of the 

Fuzzy Algorithm in comparison with the Proposed 

Algorithm may mean its lower flexibility or 

optimality in terms of defining some students as 

vulnerable. When deciding between EnFftRP and a 

human language model, there tends to be a weakness 

in the specific prediction type: false positive or false 

negative, which could be considerable for its high-

stake use cases, such as early students’ intervention.  

Meanwhile, the proposed algorithm is useful in 

scenarios where student data will be processed in real 

time to identify warning signs in the preliminary 

stages. Hence, by comparing these algorithms, 

educators and data scientists can select the model that 

best compromises accuracy and time. 

 

5.2.2   Precision 

The ratio of accurately categorized positive forecasts 
to all positively predicted forecasts, whether correctly 
or incorrectly classified, is used to measure precision. 
Equation (14) is used to compute it. Table 4 indicates 

the outcomes of precision. 
Precision = 

𝑇𝑃

𝑇𝑃+𝐹𝑃
                          (14) 

                                         
Table 4. Numerical Outcomes of Precision (%) 

No of 

Records 

 

Precision (%) 

Proposed Fuzzy 

algorithm 

EnFftRP 

100 95 94.3 93.2 

200 96.2 95 94.1 

300 96.8 95.5 94.8 

400 97.1 96.2 95.6 

500 98.2 97.1 96.4 
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Fig. 7: Precision based on the Number of Records 

 
Figure 7 shows how Accuracy is essential in 

classification models since it measures the prediction 

of positive results in a model. It calculates the ratio of 

true positive predictions to the total number of 

positive predictions the model makes, whether right 

or wrong. For all the sample sizes, it can be seen that 

the performance of the proposed algorithm is much 

higher than that of the Fuzzy Algorithm or EnFftRP 

in terms of the accuracy of its positive predictions. 

The Proposed algorithm has the highest Precision at 

all sample sizes, from 0.95 at 100 records to 0.982 at 

500 records. This means the proposed algorithm 

outperforms the other two in accurately classifying 

positive samples. The Precision of the Fuzzy 

Algorithm is slightly below the proposed algorithm 

and above the EnFftRP algorithm, with the precision 

ranging from 94. 3-97. 1% with records added. This 

shows that for all the algorithms tested, there is a 

positive correlation between the number of records 

and the Precision achieved. This confirms earlier 

conclusions that harmonized and higher utilization 

works better when more information is given to an 

algorithm to work on. The Proposed algorithm 

presents results with precision ranging from 95% to 

98.2%, therefore establishing that it stands to benefit 

from the availability of more data. The higher 

Precision of the proposed algorithm also means that it 

provides a better way to eliminate false positives 

compared to the Fuzzy Algorithm and EnFftRP, 

especially when false positives are very expensive or 

have negative effects like in medical diagnosis or 

firms’ fraud detection. 

 

5.2.3  Recall 

Recall is computed as the ratio of correctly classified 
positive predictions to all positive predictions. 
Equation (15) is utilized to determine it. 

                                𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                        (15)  

 

Table 5. Numerical Outcomes of Recall (%) 
No of 

Records 

 

Recall (%) 

Proposed Fuzzy 

algorithm 

EnFftRP 

100 91.4 90 89 

200 92.6 91.2 90 

300 94.5 92.5 91.1 

400 96 94 92 

500 98 96 94.2 

 
Comparing the proposed to the existing methods, 

such as 96% for the Fuzzy algorithm, 94.2 for 
EnFftRP, and 98% for the proposed method have 
higher recall than the existing techniques. Figure 8 

and Table 5 indicate the outcomes of Recall. Higher 
recall metrics in predicting academic achievement 
show that the model is more successful in identifying 
a greater percentage of students who will do well in 
the educational setting, reducing the possibility of 
false negative results.  

Fig. 8: Recall based on the Number of Records     

 

5.2.4   F1-score 

The model's accuracy in predicting students' 
education performance is measured by the F1 Score. 
As it illustrates the weighted harmonic mean of 
accuracy and recall, it indicates the balance between 
the precision and recall levels. The aim is for a better 
F1 score in students' education prediction, which is 
attained by having greater accuracy and recall values. 
For improved ranking prediction outcomes, the F1 
score places a strong focus on increasing both 
accuracy and recall. It's derived as: 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗ (
(𝜌 ∗ 𝜀)

(𝜌 + 𝜀)⁄ )        (16) 
In the equation (16) 𝜌 refers to precision and 𝜀 refers 
to recall. 
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Table 6. Numerical Outcomes of F1-score (%) 

No of 

Records 

 

F1-score (%) 

Proposed Fuzzy 

algorithm 

EnFftRP 

100 95.5 94 92 

200 96 95.2 93.5 

300 96.4 95.8 94 

400 97.2 96 94.7 

500 98.4 97.1 95.5 

 

 
Fig. 9: F1-score based on Number of Records 
 

Figure 9 and Table 6 indicate the outcomes of the 

F1-score. Comparing the proposed to the existing 
methods, such as 97.1% for the Fuzzy algorithm, 
95.5% for EnFftRP, and 98.4% for the proposed. 
From this, it is clearly understood that the proposed 
has a higher F1-score. When the F1 score is higher 
for the prediction of students' academic success, the 
model's predictions show a better balance between 
recall and accuracy. By decreasing the number of 
false positives and false negatives, the model can 
accurately identify students who would do well. 

 

5.2.5   Sensitivity 

Sensitivity is an important evaluation criterion in 
machine learning and classification algorithms, 
which is the ratio of true positives among the total 
number of actual positives. This is especially 
important in problems where false negatives can be 
especially dangerous – for detecting frauds, diseases, 
or students needing additional attention. Sensitivity is 
calculated using the formula (Equation 17): 
Sensitivity is calculated using the formula (Equation 
17):  

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑟𝑃𝑟𝑜

(𝑇𝑟𝑃𝑟𝑜 + 𝐹𝑠𝑁𝑃𝑟𝑜)⁄     (17) 

 

Table 7. Numerical Outcomes of Sensitivity (%) 
No of 

Records 

 

Sensitivity (%) 

Proposed Fuzzy 

algorithm 

EnFftRP 

100 95.2 93.5 92 

200 95.7 94 93.2 

300 96.8 95.1 94 

400 97.2 95.9 94.9 

500 98.4 97.3 95.6 

 
Fig. 10: Sensitivity based on Number of Records 

 

Figure 10 shows Sensitivity results indicate that 
the Proposed Algorithm has the biggest sensitivity 
for all record numbers, from 95.2% at 100 records to 
98.4% for 500 records. This shows that the proposed 
model is very efficient in maximizing the True 
Positive and minimizing the False Negative rates. 
The algorithm remains highly accurate even with 
greater records showing that it can scale well if more 
records are introduced. The Fuzzy Algorithm yields 
comparatively low results, slightly lower than the 
Proposed Algorithm, but with good sensitivity values 
ranging from 93.5% with 100 records to 97.3% for 
500 records. However, it is always inferior to the 
proposed method by 1% to 2%, which could indicate 
a somewhat higher false negative rate of the 
algorithm. Concerning sensitivity, it is clear that 
EnFftRP is rated the lowest in all the datasets, with 
the sensitivity rates ranging from 92% in the first 
record to 95.6% in 500 records. Although the growth 
exceeds the others, its capacity to detect positive 
cases remains low. It is comparatively weaker in 
providing minimum false negatives and, therefore, 
may miss out on vulnerable cases. From the results, it 
can be said that for practical applications, the 
Proposed Algorithm is always the preferred choice in 
terms of sensitivity; at the same time, the Fuzzy 
Algorithm can be employed as an alternative when 
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the Proposed Algorithm is unavailable or when the 
model has to deal with certain fuzzy logic inputs. 

 
5.2.6   Specificity 

The degree of specificity indicates how well a 
prediction system selects ineffective individuals. It is 
the proportion of truly non-productive values among 
all the values that have no circumstances. Equation 
(18) is used to determine it. 

     𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑟𝑁𝑃𝑟𝑜

(𝐹𝑠𝑃𝑟𝑜 + 𝑇𝑟𝑁𝑃𝑟𝑜)⁄           (18) 
 

Table 8. Numerical Outcomes of Specificity (%) 
No of 

Records 

 

Specificity (%) 

Proposed Fuzzy 

algorithm 

EnFftRP 

100 96.2 95 93.5 

200 96.9 95.5 94 

300 97.1 96.1 94.2 

400 97.8 96.9 95 

500 98.3 97.2 95.4 

 
Fig. 11: Specificity based on the Number of Records 

 
Figure 11 and Table 8 indicate the outcomes of 

specificity. Comparing the proposed to the existing 
methods, such as 97.2% for the Fuzzy algorithm, 
95.4% for EnFftRP, and 98.3% for the proposed 
method have higher specificity than the existing 
techniques. When predicting students' educational 
achievement, a greater specificity metric means the 
model is more adept at recognizing real negatives 
that is, situations in which the model accurately 
predicts students who would struggle academically. 

 

 

 

 

 

Table 9. F1-score based on Number of Records 
Algorithm Accuracy Precision Recall F1-

 (%) (%) (%) Score 
(%) 

Decision 
Tree 

85 80 75 77 

Random 
Forest 

90 85 83 84 

Support 
Vector 
Machine 

87 83 80 81 

Logistic 
Regression 

82 78 76 77 

Neural 
Networks 

92 88 86 87 

Gradient 
Boosting 

89 84 82 83 

 

 
Fig. 12: Performance Metrics for Different Models 
 

Table 9 and Figure 12 includes hypothetical 

results of applying different algorithms (e.g., 

Decision Tree, Random Forest, Support Vector 

Machine) and tracking key performance metrics such 

as Accuracy, Precision, Recall, and F1-Score. The 

analysis establishes that Neural Networks are the 

most accurate algorithms in identifying vulnerable 

students with an accuracy rate of 92%, followed by 

Random Forest at 90%, Support Vector Machine at 

83% precision, Gradient Boosting at 84%, Decision 

Tree at 82% and 82% for Logistic Regression. These 

algorithms perform better than others in simpler 

problems; the second best is Gradient Boosting. 

 

5.3   Research Summary 
First of all, we read the required data from the 
necessary database. The last step will follow this: 
data pre-processing and exploratory data analysis. In 
this regard, the raw data is processed to learn more 
about it and its characteristics and detect trends and 
occurrences. Thirdly, data pre-processing may 
involve deleting missing values, removing outliers, 
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and normalizing our data values for use in the model. 
Handling Missing Values: Mean imputation should 
be used when one is forced to replace missing values 
with the mean of the variables in question. This 
method applies to those variables that are normally 
distributed. Addressing outliers: A logarithm of data 
is to be taken to limit the output impact of outliers 
and scale down the range of dynamics. 
Normalization: Normalization is one of the data pre-
processing techniques used to scale data to make it to 
a certain standard for analytical or comparative 
purposes. Next, there is Feature extraction to choose 
the variable features such as student behavioral 
reports, the description of the course, and 
assessments from the documents; this improves the 
conversion of the document to the document-topic 
distribution through the use of GA-LDA. After that, 
interpretation and evaluation are done. Clustering the 
data has two main phases: A brief look at the two 
procedures involved: initialization and clustering. 
Initialization phase: In this phase, we define students' 
canopies and calculate T1 and T2 as distances where 
students belong to canopies. Clustering Phase: That is 
where students should be divided into and get the 
outcome from this teaching method. 

We are detecting academic performance patterns 
through Gaussian Flow Optimizer Statistical 
Modelling. Categorizing the data— Enhance the 
prediction results of at-risk students using the 
Logistic Regression with K-Nearest Neighbour (LR-
KNN) on the student's behavior. After that, we 
Conduct Early intervention and support, where we 
identify academic and non-academic challenges, 
implement IEPs, and modify them. 

The latter requires continuous supervision of the 
work progress. The following performance indicators 
claim the efficiency of the suggested approach: 
Number of Records to Accuracy, Number of Records 
to Precision, Number of Records to Recall, Number 
of Records to F1-score, Number of Records to 
Sensitivity, Number of Records to specificity. This 
subsection also evaluates the suggested strategy and 
analyzes its performance. The above comparative 
results are presented graphically, as shown in Figure 
6 and, Figure 11 and Table 3, Table 4, Table 5, Table 
6, Table 7 and Table 8. 

 
 

 

6   Conclusion 
The ultimate goal is to enhance students’ 
performance, decrease the number of academic 
dropouts, develop a support set of plans, and adapt 
these plans by continuous progress control. Moreover, 
it tackles the issues of overcomplicating over-
complicating the relationships in a given predictive 
model, the complexity of interactions between 
variables, the inadequacy of feature space exploration, 
and data pre-processing intricacies. We help in Data 
Gathering, Exploration, Data cleaning, feature 
engineering, Insight & Analysis (grouping the data, 
categorizing the data), Counselling & Prompt Action, 
and Assistance. The simulation tool Python-3 
established the factors influencing the correlation of 
visas with tourism. 11. 3, the model that is proposed 
is tested. The above-stated strategy is justifiable by 
weighing new techniques against the conventional 
methods with an accuracy of 97%. 9%, precision at 
98. As for the stand-back tests, the recall is 2 %, and 
for the F1-score, the results are 98 %, respectively. 
4%, sensitivity at 98. 4%, and specificity at 98. 3%. 
An evaluation of the performance of a strategy is 
done numerically, and it is seen that our approach 
outperforms the competition in every parameter. The 
size of the current dataset can be increased even more 
to improve the various prediction indicators of the 
subsequent works. In addition, applying the feature 
selection process can reduce the number of 
characteristics and determine the aspects that are 
significant to a student's performance. 
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APPENDIX 
 

Table 1.    Research Gap in Literature Survey 
Reference Objectives Methods or Algorithms Used Limitations  

[16] To examine the relationship between a 
student's total success after the semester and 

their early performance in the course, 
specifically their grades on the first 

assignment and exam. 

KNN, LR, NB, RF, SVM Not applicable generally to other academic 
subjects and course types since they are 

restricted to the sample of selected courses. 

[17] To predict academic performance based on 
previous achievement grades. 

RF, NN, LR, SVM, NB and kNN Not accurately representing the ranges in 
student performance variability 

[18] To identify students who are in danger as 
soon as possible so that the most significant 
and impactful characteristics in the students' 

data are taken into account while 
implementing the proper remedial 

procedures. 

Rule-based model Ignore other factors affecting student 
performance, and treatment effectiveness 

depends on each student's specific 
circumstances. 

 

[19] To highlight the limits of the educational 
data datasets that are now accessible, the 

significance of data comprehension, and the 
data collection phase 

LR, DT, NB, SVM, RF The enormous amount of data involved places 
a burden on computer resources and slows 

down processing. 

[20] To determine the characteristics that are 
used to identify at-risk students. 

Extra Tree Classifier (ETC) Scalability issues 

[21] The establishment of statistical methods that 
make it possible to detect student attrition 

early. 

ANN, SVM, KNN, DT and LR. Specialized knowledge and large computing 
resources are needed. 

[22] To determine whether or not students will 
pass the course and how early forecasts can 

be made without sacrificing sufficient 
accuracy. 

Recurrent Neural Network (RNN) It will not perform well when there is a lack of 
data. 

[23] To illustrate how undergraduate medical 
students from a Latin American medical 

school were able to enhance their learning 
and study skills via a designed 

interventional program. 

Learning and Study Strategies Inventory 

(LASSI) test 

It is not suitable for all medical school 
scenarios or student populations. 

[24] To identify the crucial elements affecting 
secondary school students’ success 

Multilayer Perceptron (MLP), J48 algorithm, 
PART Classifier 

The accuracy of its conclusions is impacted by 
incorrect data. 

[25] To develop the early potential detection of 
students who may become dropouts. 

RF Large amounts of computing power are 
required for real-time model execution. 

 
[26] To enhance high school students' education 

and detect risky students before the end of 
the schooling cycle. 

RF, K-NN, DT, SVM, NB, LR and 

AdaBoost 

Feature engineering impacted the ability to 
comprehend and generalizability of the model. 

[27] To integrate the teaching process, learning 
activities, and assessment activities to 

promote student growth. 

Indicator Analysis Predictive algorithms are difficult to 
incorporate into existing protocols and 

educational systems. 
[28] The creation and approval of a method to 

evaluate first-year university dropout risk 
Dimensionality test It doesn't provide a thorough analysis of how 

effectively it indicates which students will 
ultimately drop out. 

[29] To develop ML algorithm-based models that 
collect appropriate information for 

forecasting different degrees of student 
retention, 

DT, k-NN, LR, NB, RF, and SVM Risk of overfitting. 

[30] To forecast students' academic development 
according to their study patterns. 

k-means ++, fuzzy k-means, and Density-
based spatial clustering of applications with 

noise (DBSCAN) 

Restricted the evaluation of its efficacy across 
all academic courses and disciplines. 

[31] To forecast student success using the way 
that students learn. 

Deep Neural Network (DNN), Simple 

Recurrent Network (SRN), Long Short-Term 

Memory Neural Network (LSTM), Gate 

Recurrent Unit Neural Network (GRU), and 
Convolutional Neural Network (CNN). 

Requires higher computational resources. 

[32] To evaluate the level of education that is 
directly associated with the objectives of 

sustainability 

Genetic algorithm, Қ-Fold Cross-Validation Limited handling of time series data. 

[33] To apply DM and video learning analytics to 
forecast students' final performance for the 

semester. 

NB, KNN, LR, ANN, SVM, RF, DT Limited Interpretability. 

[34] To create an effective framework that can Enhanced binary genetic algorithm, kNN, Underfitting issues. 
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Reference Objectives Methods or Algorithms Used Limitations  

forecast student grades using predetermined 
data linked to the experiment of the 

students. 

DT, NB, SVM, and LDA 
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Fig. 1: Proposed architecture 
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