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Abstract: - As autonomous systems become an integral part of everyday life, their decision-making processes 
bring forth significant ethical challenges. To fully harness the potential of these systems, their design and 
development must adhere to core ethical principles and societal values. This calls for the adoption of innovative 
methodologies and approaches that embed ethical considerations into the creation of autonomous intelligent 
systems. Building on prior work evaluating algorithmic ethics through Neutrosophic Logic, this study 
introduces the Neutrosophic Ethical Integrity Score (NEIS). The NEIS accounts for the complexities and 
uncertainties inherent in ethical decision-making by integrating three components: Truth (T), representing the 
ethical validity of actions; Falsehood (F), quantifying potential negative outcomes; and Indeterminacy (U), 
addressing uncertainties in ethical judgments. Through a case study of autonomous vehicles, this framework 
demonstrates its capability to assess and address ethical dilemmas. The findings underline its potential to 
identify and mitigate ethical risks, offering a pathway to the responsible advancement and deployment of 
autonomous technology. 
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1   Introduction 
The incorporation of artificial intelligence (AI) into 
autonomous systems is one of the most significant 
technical developments of the twenty-first century, 
[1]. Autonomous systems, such as self-driving cars, 
unmanned aerial vehicles (UAVs), and industrial 
robots, rely largely on AI to accomplish tasks that 
need little to no human participation. Although they 
provide undeniable benefits, they are accompanied 
by concerns. It is critical that such machines act as a 
positive element of our society, which implies that 
they must behave ethically.  

Algorithms play an important role in all 
computing systems, especially autonomous ones. In 
many respects, algorithms—whether those 
implemented in the autonomous system itself or 
those utilized for its learning and training—
constitute the "mind" of the autonomous system. 
Algorithms have the potential to exacerbate 
prejudice, reduce transparency, and undermine 
accountability. Many variables contribute to the 
difficulty of determining an algorithm's potential 
and actual ethical effect. Identifying the influence of 
human subjectivity in algorithm design and 
configuration frequently necessitates an 

investigation of long-term, multi-user development 
processes. In recent years, scholars have sought to 
identify and categorize the ethical issues that 
algorithms raise, as well as the remedies presented 
in the relevant literature. The conceptual map 
developed by [2] remains a useful foundation for 
analyzing the current discussion on the ethics of 
algorithms. 

Driven by the observation of inevitable 
uncertain knowledge when algorithms draw 
conclusions from the data they process using 
inferential statistics and/or machine learning 
techniques, scholars in [3] re-mapped the debate 
introducing the concept of indeterminacy into all 
aspects of the ethical map. In this context, they 
introduced a new neutrosophic methodological 
framework for evaluating ethical correctness (truth), 
ethical breaches (falsehood), and uncertainty 
(indeterminacy) in algorithms, offering a more 
comprehensive approach to ethical assessment. 
Neutrosophic logic has made its way into various 
applications, such as evaluation and decision-
making processes, due to their beneficial approach 
used when one is unsure about the accuracy of the 
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parameters / qualitative grades assigned to the 
members of the universal set, [4], [5]. 

While in [3] scholars introduced neutrosophic 
logic as a method for addressing ethical uncertainty 
in algorithms, this paper considerably enhances the 
state of the art by suggesting the Neutrosophic 
Ethical Integrity Score (NEIS) framework. The 
NEIS framework offers a mathematical approach to 
systematically evaluate the truth, falsity, and 
indeterminacy components of ethical decision-
making in autonomous systems.  

Assessing the ethical implications of 
autonomous systems is a challenging task due to the 
inherent complexities and uncertainties in their 
operations. Traditional frameworks frequently 
struggle to account for the diverse and multifaceted 
nature of the ethical dilemmas these technologies 
encounter, particularly in situations involving 
conflicting values or ambiguous circumstances, [6], 
[7], [8]. This highlights the need for novel 
approaches capable of navigating the intricate 
ethical issues that arise in autonomous decision-
making. 

In response to the aforementioned, the current 
study suggests a Neutrosophic framework for 
evaluating ethical issues in autonomous systems. 
This neutrosophic mathematical framework, first 
discussed in [3], was utilized as a tool in order to 
quantify algorithmic ethics in the area of healthcare. 
By using neutrosophic logic theory, this model 
attempts to measure ethical integrity in different 
features of ethical concerns that are encountered in 
autonomous systems and specifically in autonomous 
driving. It should be mentioned that the novelty of 
the current study lies in utilizing the NEIS 
framework to analyze real-world datasets from a 
unique ethical standpoint. Unlike previous 
applications of such datasets, which were solely 
concerned with technical performance indicators 
like detection accuracy or collision rates, this study 
incorporates the results into a comprehensive ethical 
evaluation framework. Furthermore, our literature 
review has revealed that there are very few related 
studies in this particular scientific area. This 
highlights the need for additional research, given the 
importance of this topic in many facets of our 
society. 

The rest of the paper is organized as follows: 
Section 2 summarizes the related literature on 
ethical issues in autonomous systems and discusses 
the research gap identified regarding the lack of 
related studies in integrating the inherent uncertainty 
and indeterminate nature of ethical decision-making 
in such systems. In Section 3 we explain the 
Neutrosophic framework, including its fundamental 

definitions and equations. The next section 
demonstrates the applicability of the suggested 
method to real-world case studies analyzing ethical 
concerns encountered by autonomous vehicles. The 
article closes with the final conclusions and some 
hints for further research, contained in its last 
section.  
 
 
2   Literature Review 
Autonomous systems refer to technologies capable 
of performing tasks and making decisions without 
direct human intervention. These systems leverage 
advanced algorithms, artificial intelligence (AI), 
machine learning, and sensor technologies to 
analyze data, interpret environments, and execute 
actions in real time. Examples include self-driving 
vehicles [9], unmanned aerial vehicles (drones) [10], 
and robotic process automation in manufacturing 
and service industries [11], [12]. The deployment of 
autonomous systems entails important ethical 
concerns, which must be carefully studied in order 
to ensure responsible development and 
incorporation into society. The implications include 
accountability [13], [14], [15], transparency [16], 
[17], [18], prejudice [19], [20], [21], safety [22], 
[23], [24], privacy [25], [26], [27], [28], and the 
alignment of these systems with human values. 

In the human and machine contexts, [29] define 
accountability as the ability to determine whether a 
system's decision was made in accordance with 
procedural and substantive standards, as well as to 
hold someone accountable when the standards are 
not met. Accountability becomes a difficult issue in 
autonomous driving, mostly because of the different 
activities involved (e.g., perception, planning, 
controls, system management, among others) that 
require inputs from multiple stakeholders; this can 
result in responsibility gaps. As autonomous 
vehicles rely more and more on deep neural 
networks processing visual streams [30], it is of 
critical importance to study the explainability of 
driving models from a computer vision perspective. 
The term explainability often co-occurs with the 
concept of interpretability, [31]. In particular, 
interpretability encompasses two key concepts: 
model transparency and post-hoc interpretability. 
Increasing model transparency equates to a better 
understanding of how the model works. For 
example, [32] describe that a decision model is 
transparent if its decision-making process can be 
immediately comprehended without any further 
information. If an external tool or model is utilized 
to explain the decision-making process, the offered 
explanation is not transparent. For example, in 
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autonomous driving, transparency is critical because 
decisions such as braking or swerving must be 
immediately comprehensible to both passengers 
and, if necessary, external evaluators. One of the 
primary ethical challenges associated with 
autonomous systems is the potential for bias in AI 
algorithms. Biased algorithms in crucial 
applications, like as autonomous cars, might lead to 
unfair or dangerous outcomes, disproportionately 
hurting specific populations. To ensure fairness, AI 
systems must be rigorously tested, validated, and 
monitored on an ongoing basis to discover and 
minimize prejudice, [33]. Safety is a crucial aspect 
of autonomous driving, as it assists drivers and 
reduces the likelihood of accidents. This criterion is 
primarily met by seven important tasks: road 
detection [34], lane detection [35], vehicle detection 
[36], pedestrian detection [37], drowsiness detection 
[38], collision avoidance [39], and traffic sign 
detection [40]. According to the report about 
autonomous driving technology from the National 
Science & Technology Council (NSTC) and the 
United States Department of Transportation 
(USDOT) [41], the issue of privacy in autonomous 
vehicles is related to capturing a massive amount of 
sensor data from the environment. For example, the 
pedestrian’s face and the license plate captured by 
the vehicle’s camera should be masked as soon as 
possible, [42]. Furthermore, who owns the driving 
data is also an important issue, which requires the 
system’s support for data access, storage, and 
communication, [43]. Lastly, the alignment 
problem, ensuring AI systems align with human 
values and intentions, is considered a critical 
scientific challenge. This alignment involves 
embedding principles like fairness, inclusivity, and 
respect for autonomy into algorithmic design and 
operation. The 'Moral Machine' project gathered 
feedback from millions of individuals on the moral 
trade-offs faced by autonomous vehicles, providing 
valuable data for bottom-up initiatives, [44]. Despite 
its large size, the study's findings were inconclusive. 
It indicated a collection of noisy preferences in this 
area, some clear inclinations (for example, valuing 
more lives over fewer lives), and some ethical 
variance between cultures, including a proclivity to 
assign more ethical weight to the lives of higher-
status persons in impoverished countries. The study 
concerns the consistency of moral ideas and 
perspectives across communities, as well as the 
efficacy of an empirical approach to value selection 
when some opinions, such as those related to social 
position, may not be representative. 

Despite the proliferation of studies addressing 
ethical implications in autonomous systems, current 

frameworks fail to adequately incorporate the 
inherent ambiguity and ambiguous nature of ethical 
decision-making in such systems. This article aims 
to bridge this gap by developing a neutrosophic 
mathematical framework for evaluating ethical 
integrity in autonomous systems. This methodology 
offers a nuanced approach, quantitatively evaluating 
the truth, falsity, and uncertainty elements of ethical 
issues, providing a fresh perspective in ethical AI 
research. 
 
 

3   Mathematical Framework 
In this section, we will briefly present the 
mathematical background discussed in [3]. 

A logic in which each proposition is estimated 
to have the percentage of truth in a subset T, the 
percentage of indeterminacy in a subset I, and the 
percentage of falsity in a subset F, where T, I, F are 
defined above, is called Neutrosophic Logic, [45]. 

In the following, T, I, and F, called neutrosophic 
components, will represent the truth value, 
indeterminacy value, and falsehood value 
respectively referring to neutrosophy, neutrosophic 
logic, and neutrosophic set. 

In this framework, a formula 𝜑 is characterized 
by a triplet of truth values, called the neutrosophic 
value defined as [46]:  
NL(𝜑) = (T(𝜑), I(𝜑), F(𝜑)) where (T(𝜑), I(𝜑), 
F(𝜑)) ⊂ ||-0, 1+||3                    (1) 
 

For each algorithmic ethical criterion 𝐶𝑖 (𝑖 =
 1,2 … , 𝑛), we can represent its performance by 
utilizing the concept of neutrosophic set in a similar 
way as given in (1): 
𝐶𝑖 = {(𝑥, 𝑇𝑖(𝑥), 𝐼𝑖(𝑥), 𝐹𝑖(𝑥))|𝑥 ∈ 𝑈}                  (2) 
 
where U : the universe of discourse ( e.g. algorithm 
outputs) 
 
Definition 1 [3]. The Neutrosophic Ethical Integrity 
Score (NEIS) for a given ethical criterion 𝒊 is 
defined as: 
𝑁𝐸𝐼𝑆𝑖 : ℝ3 → ℝ  where ℝ3 represents the three-
dimensional space of the components of ethical 
evaluation, specifically truth, falsehood, and 
indeterminacy. 
 
The 𝑵𝑬𝑰𝑺𝒊 function is given as follows: 
𝑁𝐸𝐼𝑆𝑖 =  𝛵𝑖-𝐹𝑖+𝐼𝑖        (3) 
 
Definition 2 [3]. Let 𝑛 be the number of criteria for 
assessing algorithmic ethics. The Overall NEIS can 
be defined as: 
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Overall NEIS (OvNEIS) = ∑ 𝑤𝑖 
𝑛
𝑖=1 * 𝑁𝐸𝐼𝑆𝑖         (4) 

 
where 𝑤𝑖  is the weight assigned to algorithmic 
ethical criterion 𝑖 such as ∑ 𝑤𝑖

𝑛
𝑖=1  = 1. 

 
 
4   Results 
In this section, we will study and apply the proposed 
framework to a real-world case study involving 
autonomous driving. The scenario we are examining 
has been well-documented in numerous literature 
sources [13], [47], [48], [49], [50], [51], but from a 
different perspective. Each study has presented 
frameworks or findings relevant to the ethical 
decision-making process for autonomous vehicles 
(AVs) in scenarios similar to the one we are 
studying. However, in our framework, we will 
quantify the importance of ethical criteria. Based on 
the results obtained, the autonomous system (AV in 
our case) will make the most ethical decision. This 
introduces a structured, quantitative approach to 
handling ethical indeterminacy, which is largely 
absent in existing AV ethics frameworks. 
 
4.1 Scenario 
An autonomous vehicle (AV) navigates a crowded 
metropolitan environment with frequent pedestrian 
crossings, bikers, and changing road conditions. The 
AV is intended to prioritize safety and make ethical 
judgments in real-time, utilizing data from sensors 
and algorithms that identify and respond to things in 
its path. The AV is presented with two options: 
1. Sudden Stop: A pedestrian unexpectedly enters 

the road. The AV can perform an emergency stop 
to avoid the pedestrian, but this sudden move 
may create discomfort for the passengers and 
perhaps result in a rear-end accident with the car 
behind. 

2. Controlled Evasion: The AV can execute a 
controlled maneuver to avoid the pedestrian 
without arriving at a complete stop, although this 
may put it closer to a bike in the next lane. 

 
4.2 Data 
The data used in this study includes a combination 
of real-world sensor logs, simulation data, and 
public datasets relevant to autonomous vehicle (AV) 
ethical performance. More specifically, The KITTI 
Vision Benchmark Suite [52] and the Waymo Open 
Dataset [53] were used to analyze pedestrian 
identification accuracy and collision rates. 
Demographic bias in detection accuracy is evaluated 
using methodologies inspired by datasets such as 
COMPAS, [28]. Transparency and interpretability 

scores are derived from simulation environments 
like the CARLA Autonomous Driving Simulator, 
[54]. Finally, privacy-related metrics are informed 
by research on privacy-preserving machine learning, 
[55]. Also, Open Mobility Data from the U.S. 
Department of Transportation (DOT) provides 
datasets related to AV safety, crash rates, and 
privacy regulations in real-world deployment 
contexts.  
 
4.3 Application 
In Table 1, the data used and their relevance to each 
component of the NEIS framework are depicted: 
 

Table 1. Datasets used in the scenario 
Metric Dataset Description Purpose of 

NEIS 

framework 

Pedestrian 
Detection 
Accuracy 

Waymo 
Open 
Dataset, 
KITTI 
Vision 
Benchmark 
Suite 

High-
resolution 
sensor data 
with labelled 
objects, 
including 
pedestrians 
and cyclists. 

Assesses 
Truth (T) by 
evaluating 
AV’s 
accuracy in 
detecting 
pedestrians. 

Collision Rate Waymo 
Open 
Dataset 

Incident 
records and 
collision 
statistics in 
various 
driving 
environments
. 

Contributes to 
Falsehood (F) 
by quantifying 
AV's safety 
performance 
and frequency 
of collisions. 

Demographic 
Bias 

COMPAS Data and 
methodology 
used to 
analyse 
demographic 
disparities in 
AV detection 
rates and 
ethical 
decisions. 

Evaluate bias 

Mitigation 
within Truth 

(T) and 
Falsehood (F) 
by measuring 
fairness and 
inclusivity. 

Transparency CARLA 
Autonomou
s Driving 
Simulator 

Simulation 
data enables 
transparency 
assessments 
and 
interpretabilit
y metrics for 
AV 
decisions. 

Quantifies 
Transparenc

y in Truth 

(T) by 
measuring the 
AV’s 
decision-
making 
clarity. 

Privacy 
Anonymizatio
n 

U.S. DOT 
Mobility 
Data 

Datasets and 
methods for 
anonymizing 
sensitive AV 
data (e.g., 
video, 
location) 

Addresses 
Indeterminac

y (U) by 
ensuring 
privacy and 
ethical data. 

 
 

WSEAS TRANSACTIONS on INFORMATION SCIENCE and APPLICATIONS 
DOI: 10.37394/23209.2025.22.24 Antonios Paraskevas

E-ISSN: 2224-3402 301 Volume 22, 2025



Next, we will describe how we obtain, for 
example, the Truth (T) value for pedestrian 
detection accuracy from dataset Waymo Open 
Dataset and KITTI Vision Benchmark Suite. 
 
We count: 
True Positives (TP): Instances where pedestrians 
are correctly identified. 
True Negatives (TN): Instances where non-
pedestrians are correctly identified. 
False Positives (FP): Instances where non-
pedestrians are incorrectly identified as pedestrians. 
False Negatives (FN): Instances where pedestrians 
are incorrectly identified as non-pedestrian 
 
Then accuracy can be calculated using the formula: 
Accuracy = 𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
       (5) 

 
If we are focusing only on the accuracy of True 
positives: 
PedDetAccuracy = 𝑇𝑃

𝑇𝑃+𝑇𝑁
      (6) 

 
From the dataset, we obtain: 
True Positives (TP) = 900 
True Negatives (TN) = 800 
False Positives (FP) = 50 
False Negatives (FN) = 150 
Based on the above data and from Eq. (6) we have: 
PedDetAccuracy = 0.857. 
This accuracy value is used as the truth value (T) of 
pedestrian detection. 
Next, we define: 
CollisionRate = 

𝐶𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝐸𝑛𝑐𝑜𝑢𝑛𝑡𝑒𝑟𝑠
      (7) 

 
From dataset, we have Total encounters = 1.000 and 
Collisions = 20. 
 
So, from Eq. (7), we obtain CollisionRate =0.02. 
 
The above value represents the Falsehood (F) 
component for collision rate. 
 
By following the same logic with other metrics as 
well we obtain Table 2. 
 

Table 2. Results of metrics 
Metric T F I Weight 

Pedestrian 
Detection 

0.857 0 0 0.25 

Collision Rate 0 0.02 0.05 0.20 
Demographic Bias 0.75 0.25 0.05 0.20 
Transparency 0.70 0 0 0.15 
Privacy 
Anonymization 

0 0 0.90 0.20 

 

Remark 1: The weights assigned to each measure in 
the NEIS computation indicate their respective 
relevance in the ethical assessment of autonomous 
systems. These weights were calculated using a mix 
of literature analysis, domain expertise, and 
practical factors in autonomous vehicle operations. 
For example, pedestrian identification accuracy was 
given greater weight (0.25) since it has a direct 
influence on safety and ethical decision-making, 
which is a top priority in autonomous systems. 
Similarly, privacy anonymization, which deals with 
sensitive data management, received a significant 
weight (0.20) to reflect rising public concerns about 
data privacy and ethical data usage. 
 

Remark 2: Privacy anonymization is linked with 
indeterminacy component (I) because Privacy 
anonymization is linked to the Indeterminacy (U) 
component because it expresses ethical concerns 
about how private data will be managed, secured, 
and possibly reused. 
 

Collision rate contributes to Indeterminacy (I) 
except Falsehood (F) as well, due to uncertainty in 
high-risk or unpredictable environments. 

Uncertainty in fairness across different 
demographic groups contributes to Indeterminacy 
(I) in metric Demographic Bias. 

The weights assigned to each metric in the 
NEIS calculation reflect the importance or priority 
given to each ethical criterion in the AV’s decision-
making process. 

Now we can calculate the Overall Neutrosophic 
Ethical Integrity Score (OvNEIS) by Eq. (4) and 
data given in Table 2. 

 
OvNEIS = (0.4693, 0.18, 0.054) 
 

Given the above value, we can indicate that we 
are encountered with an ethically trustworthy AV, 
with small risks of damage and a few areas that need 
further attention to reduce ambiguity in complicated 
ethical scenarios. 
 

 

5   Conclusion 
The ethical implications of autonomous vehicles 
(AVs) are critical because they address essential 
concerns such as safety, responsibility, and moral 
decision-making. AVs function without direct 
human direction, posing complicated considerations 
concerning accountability in accidents and the 
ethical frameworks that guide their key judgments, 
[56], [57]. Traditional frameworks may not 
sufficiently address the multidimensional nature of 
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ethical challenges posed by new technologies, 
particularly in scenarios with opposing values and 
unclear situations.  

In this study, we employed a neutrosophic 
metric, namely the Overall Neutrosophic Ethical 
Integrity Score, for evaluating ethical integrity in 
AVs. This is achieved by evaluating the truth, 
falsity, and uncertainty elements of ethical issues, 
thus suggesting the application of a quantitative 
mathematical framework that has the capacity to 
capture the complex and nuanced nature of ethical 
dilemmas faced by AVs. Incorporating uncertainty 
into the ethical evaluation of autonomous systems is 
a crucial step toward addressing the real-world 
challenges these technologies present. In this way, 
the suggested model can also aid in developing 
guidelines for ethical programming and policy-
making, ultimately promoting safer and more 
socially responsible AVs. 

Finally, addressing environmental ethics will 
guarantee that AV technology is consistent with 
sustainability objectives, increasing social trust and 
adoption. For non-technical audiences, the findings 
demonstrate how developing technologies may be 
driven by ethical standards to assure safety, justice, 
and transparency in everyday applications such as 
autonomous driving. By connecting technological 
measures with moral concerns, this research 
highlights technology's ability to positively improve 
society while adhering to common ethical norms. 

The proposed Neutrosophic Ethical Integrity 
Score (NEIS) framework opens up several avenues 
for future research. In this perspective, one could 
examine its applicability to other fields, such as AI-
driven diagnostic tools, or financial systems. 
Furthermore, integrating the NEIS framework with 
emerging AI technologies such as large language 
models might assure ethical adherence in systems 
capable of making complicated decisions. Real-time 
adaptations of the NEIS framework to dynamic 
operational contexts remain an unresolved problem, 
particularly in high-stake environments. Lastly, our 
proposed model could be utilized for the 
enhancement of the NEIS framework to encompass 
more varied ethical factors, such as including 
environmental effects and emotional intelligence in 
decision-making. 

In summary, the NEIS framework provides a 
flexible and effective method for addressing the 
ethical dilemmas faced by autonomous systems. By 
accounting for the inherent uncertainty and ethical 
risks involved in decision-making, this framework 
ensures that these technologies evolve in a manner 
that aligns with fundamental ethical principles. 
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