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1 Introduction 
The Tribonacci number sequence is inspired by the 
Fibonacci number sequence and is a number 
sequence with 3-term recurrence. It is used in many 
branches, as in the Fibonacci number sequence. 
Many generalizations of this number sequence such 
as Padovan, Narayana, Perrin have been put forward 
and studied [ 1-8, 10-12]. 

The term Tribonacci was first used by Feinberg in 
1963 [14]. Later, many basic features were studied 
[15-19]. 

We know that the Tribonacci numbers ܶ are 
defined by  

ܶ ൌ ܶିଵ  ܶିଶ  ܶିଷ, ݊  3 

with ܶ ൌ 0, ଵܶ ൌ 0 and ଶܶ ൌ 1 [9]. 

In this study, a new Tribonacci number sequence is 
obtained with the help of Riordan sequence and 
Pascal matrix by bringing a new perspective to the 
existing definitions of traditional number sequences. 
Additionally, based on Pascal's matrix, we factor 
two types of d-Tribonacci polynomials. 

Also, infinite d-Tribonacci polynomial matrices and 
the inverses of these polynomials are found. 

It is thought that if these values are placed in the 
Riordan array appropriately by working on the 

initial values, it will allow similar studies to be 
made on many number sequences where a Riordan 
array is given as an infinite lower triangular matrix 

  if its th column generating function 

is    for . Note that the first column 

is indexed by 0 and we accept  [13]. 

Throughout this paper, let ሺݔ	ሻ and ݍሺݔ	ሻ be 
polynomials with real coefficient for ݅ ൌ 1,… , ݀ 
1. 

Definition 1.1 d-Fibonacci polynomials are given 
as: 

ሻݔାଵሺܨ ൌ ሻݔሺܨሻݔଵሺ  ሻݔିଵሺܨሻݔଶሺ  ⋯
 ሻ                                                   (1)ݔିௗሺܨሻݔௗାଵሺ

with  for  and  [12]. 

Similarly, d-Lucas polynomials are defined by 

ሻݔାଵሺܮ ൌ ሻݔାଵሺܨ  ሻݔିଵሺܨሻݔଶሺ  ⋯
 ሻ                                                 (2)ݔିௗሺܨሻݔௗାଵሺ

with ܮሺݔሻ ൌ 0	for	݊ ൏ 0	and	ܮሺݔሻ ൌ
2	and	ܮଵሺݔሻ ൌ  .ሻ [12]ݔଵሺ
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The Riordan matrices is given as a set of matrices  
  where ሺ݉ሻ are complex 

numbers [13]. 

The Riordan group is defined as a set of infinite 
lower-triangular integer matrices where each matrix 
is defined by pair of formal power series 

 and  with  

and  [13]. 

In this study, we describe new generalizations of 
Tribonacci polynomials. Some combinatorial 
properties of matrix representations of d-Tribonacci 
polynomials are obtained with the help of Riordan 
arrays. In addition, d-Tribonacci number sequence is 
obtained by considering the Pascal matrix. Based on 
the Pascal matrix, d-Tribonacci polynomials have  
two types of factors..  Also, infinite d-Tribonacci 
polynomial matrices and the inverses of these 
polynomials are given. 

 

2 Generalization of Tribonacci 
Polynomials 

Definition 2.1. ݀ െ Tribonacci polynomials are 
given by 

ܶሺݔሻ ൌ ሻݔଵሺݍ ܶିଵሺݔሻ  ሻݔଶሺݍ ܶିଶሺݔሻ 
ሻݔଷሺݍ ܶିଷሺݔሻ  ⋯ ሻݔௗାଵሺݍ ܶିௗିଵሺݔሻ         (3) 

with ܶሺݔሻ ൌ 0, ଵܶሺݔሻ ൌ 1, ଶܶሺݔሻ ൌ 1 and ܶሺݔሻ ൌ
0 for ݊ ൏ 0. 

A few terms of these polynomials: 

ܶሺݔሻ ൌ 0, ଵܶሺݔሻ ൌ 1, ଶܶሺݔሻ ൌ 1, ଷܶሺݔሻ ൌ  ,ሻݔଵሺݍ

ସܶሺݔሻ ൌ ଵݍ
ଶሺݔሻ   ሻݔଶሺݍ

ହܶሺݔሻ ൌ ଵݍ
ଷሺݔሻ  ሻݔଶሺݍሻݔଵሺݍ2   ሻݔଷሺݍ

From equation (3), its characteristic equation are 
obtained as 

ௗାଵݏ െ ௗݏሻݔଵሺݍ െ ௗିଵݏሻݔଶሺݍ െ ⋯െ ሻݔௗାଵሺݍ ൌ 0. 

Its roots: ሼߜଵሺݔሻ, ,ሻݔଶሺߜ … ,  .ሻሽݔௗାଵሺߜ

Theorem 2.3. Generating function of	 d‐Tribonacci 
polynomials ܶሺݔሻ is 

ܶሺݔ, ሻݏ

ൌ  ܶሺݔሻݏ
ஶ

ୀ

ൌ
ଶݏ

ሺ1 െ ݏሻݔଵሺݍ െ ଶݏሻݔଶሺݍ െ ⋯െ ௗାଵሻݏሻݔௗାଵሺݍ
. 

Proof. We have  

ܶሺݔ, ሻݏ ൌ ܶሺݔሻ  ଵܶሺݔሻݏ  ଶܶሺݔሻݏଶ  ଷܶሺݔሻݏଷ 

ସܶሺݔሻݏସ  ⋯                                          (4) 

Multiply Eq. (4) by 

,ݏሻݔଵሺݍ ,ଶݏሻݔଶሺݍ …	,  .ௗାଵ, respectivelyݏሻݔௗାଵሺݍ
The following equations are obtained. 

,ݔሺܶݏሻݔଵሺݍ ሻݏ ൌ ݏሻݔଵሺݍ ܶሺݔሻ  ଶݏሻݔଵሺݍ ଵܶሺݔሻ  ⋯ 

⋮ 

,ݔௗାଵܶሺݏሻݔௗାଵሺݍ ሻݏ
ൌ ௗାଵݏሻݔௗାଵሺݍ ܶሺݔሻ
 ௗାଶݏሻݔௗାଵሺݍ ଵܶሺݔሻ  ⋯ 

If the necessary calculations are made, we get 

ܶሺݔ, ሻሾ1ݏ െ ݏሻݔଵሺݍ െ ଶݏሻݔଶሺݍ െ ⋯െ
ௗାଵሿݏሻݔௗାଵሺݍ ൌ ܶሺݔሻ  ൫ݏ ଵܶሺݔሻ െ ሻݔଵሺݍ ܶሺݔሻ൯ 

ଶ൫ݏ ଶܶሺݔሻ െ ሻݔଵሺݍ ଵܶሺݔሻ െ ሻݔଶሺݍ ܶሺݔሻ൯  0 ⋯. 

ܶሺݔ, ሻݏ ൌ
௦మ

൫ଵିభሺ௫ሻ௦ିమሺ௫ሻ௦మି⋯ିశభሺ௫ሻ௦శభ൯
. 

Its Binet formula has the following form 

ܶሺݔሻ ൌ ܭሺݔሻሺߜሺݔሻሻ
ௗାଵ

ୀଵ

 

We get the following equation for each value of ݊.  

ܶሺݔሻ ൌ ܭሺݔሻ

ௗାଵ

ୀଵ

 

ଵܶሺݔሻ ൌ ܭሺݔሻሺߜሺݔሻሻଵ
ௗାଵ

ୀଵ

 

⋮ 
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ܶሺݔሻ ൌ ܭሺݔሻሺߜሺݔሻሻ
ௗାଵ

ୀଵ

 

Multiplying both sides of above equations by 
,ݏ ,ଶݏ … ,  :, respectively, we haveݏ

 

ܶሺݔሻ ൌ ܭሺݔሻ

ௗାଵ

ୀଵ

 

ݏ ଵܶሺݔሻ ൌ ܭሺݔሻሺߜሺݔሻሻଵݏ

ௗାଵ

ୀଵ

 

⋮ 

ݏ ܶሺݔሻ ൌ ܭሺݔሻሺߜሺݔሻሻݏ
ௗାଵ

ୀଵ

 

The sum of the left-hand side of the equations: 

ଶݏ

ሺ1 െ ݏሻݔଵሺݍ െ ଶݏሻݔଶሺݍ െ ⋯െ ௗାଵሻݏሻݔௗାଵሺݍ
. 

The sum of the right-hand side of the equations: 

ܭሺݔሻሾ1  ሺߜሺݔሻሻଵݏ  ⋯ ሺߜሺݔሻሻݏሿ
ௗାଵ

ୀଵ

ൌ ܭሺݔሻ ൬
1

1 െ ݏሻݔሺߜ
൰

ௗାଵ

ୀଵ

 

so, we get 

ଶݏ

ሺ1 െ ݏሻݔଵሺݍ െ ଶݏሻݔଶሺݍ െ ⋯െ ௗାଵሻݏሻݔௗାଵሺݍ
ൌ  ൬

ሻݔሺܭ
1 െ ݏሻݔሺߜ

൰ .

ௗାଵ

ୀଵ

 

Theorem 2.4. We have the following equation for ݊  0. 

ܶሺݔሻ ൌ ቌ  ൬
݊ଵ  ݊ଶ  ⋯	݊ௗାଵ

݊ଵ, ݊ଶ, … , ݊ௗାଵ
൰ …ሻݔଶమሺݍሻݔଵభሺݍ ሻݔௗାଵశభሺݍ

భାଶమା⋯ାሺௗାଵሻశభୀାଶ

ቍ  .ଶݏ

Proof. Generating function for ݀ െTribonacci polynomials 

 ܶሺݔሻݏ ൌ
ଶݏ

ሺ1 െ ݏሻݔଵሺݍ െ ଶݏሻݔଶሺݍ െ ⋯െ ௗାଵሻݏሻݔௗାଵሺݍ

ஶ

ୀ

 

ൌ ൫ݍଵሺݔሻݏ  ଶݏሻݔଶሺݍ  ⋯ ௗାଵ൯ݏሻݔௗାଵሺݍ
ାଶ

ஶ

ୀ

 

ൌ ቌ  ൬
݊  2

݊ଵ, ݊ଶ, … , ݊ௗାଵ
൰ ሻ൨ݔௗାଵశభሺݍ…ሻݔଶమሺݍሻݔଵభሺݍ భାଶమା⋯ାݏ

ሺௗାଵሻశభ

ஶ

భାమା⋯ା	శభୀାଶ

ቍ

ஶ

ୀ

 

ቌ  ൬
݊ଵ  ݊ଶ ⋯	݊ௗାଵ

݊ଵ, ݊ଶ, … , ݊ௗାଵ
൰ ሻݔௗାଵశభሺݍ…ሻݔଶమሺݍሻݔଵభሺݍ

భାଶమା⋯ାሺௗାଵሻశభୀାଶ

ቍ ାଶݏ
ஶ

ୀ

 

as desired. 
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Theorem 2.5. The sum of the ݀ െTribonacci 
polynomials: 

ܵ ܶሺݔሻ

ൌ  ܶሺݔሻ ൌ
1

1 െ ሻݔଵሺݍ െ ሻݔଶሺݍ െ ⋯െ ሻݔௗାଵሺݍ

ஶ

ୀ

. 

Proof. We have 

ܵ ܶሺݔሻ ൌ  ܶሺݔሻ
ஶ

ୀ

ൌ ܶሺݔሻ  ଵܶሺݔሻ  ⋯ ܶሺݔሻ  ⋯ 

Multiplying the last equation by ݍଵሺݔሻ, … ,  ,ሻݔௗାଵሺݍ
respectively then we obtain 

ܵ	ሻݔଵሺݍ ܶሺݔሻ ൌ ሻݔଵሺݍ ܶሺݔሻ  ሻݔଵሺݍ ଵܶሺݔሻ
 ⋯ݍଵሺݔሻ ܶሺݔሻ  ⋯ 

	⋮	 

ሻܵݔௗାଵሺݍ ܶሺݔሻ ൌ ሻݔௗାଵሺݍ ܶሺݔሻ  ሻݔௗାଵሺݍ ଵܶሺݔሻ
 ⋯ݍௗାଵሺݔሻ ܶሺݔሻ  ⋯ 

From here, we have 

ܵ ܶሺݔሻ൫1െݍଵሺݔሻ െ ሻݔଶሺݍ െ ⋯െ ሻ൯ݔௗାଵሺݍ ൌ 1. 

So, we get 

ܵ ܶሺݔሻ

ൌ  ܶሺݔሻ ൌ
1

1 െ ሻݔଵሺݍ െ ሻݔଶሺݍ െ ⋯െ ሻݔௗାଵሺݍ

ஶ

ୀ

. 

From [12], the ݀ െ Fibonacci polynomials matrix 
ܳௗ has the following form  

ܳௗ ൌ

ۉ

ۈۈ
ۇ

			ሻݔௗାଵሺݍ						⋯		ሻݔଶሺݍ			ሻݔଵሺݍ
1												0																								0									
	0						 ⋱																																							
																																																
									⋱																																						

ی													0									1														0										0			

ۋۋ
ۊ

       

                                                      (5) 

where ݀݁ܳݐௗ ൌ ሺെ1ሻௗݍௗାଵሺݔሻ. 

Matrix representation for ܶሺݔሻ is given in 
following theorem. 

Theorem 2.7. The representation for ܶሺݔሻ is as 
follows: 

ܳௗ
 ൌ ൮

ܶାଶሺݔሻ								ݍଶሺݔሻ ܶାଵሺݔሻ  ⋯ ሻݔௗାଵሺݍ ܶିௗିସሺݔሻ								⋯									ݍௗାଵሺݔሻ ܶାଵሺݔሻ

ܶାଵሺݔሻ															ݍଶሺݔሻ ܶሺݔሻ  ⋯ ሻݔௗାଵሺݍ ܶିௗିହሺݔሻ								⋯									ݍௗାଵሺݔሻ ܶାଵሺݔሻ
												⋮																																																																⋮																																																																							⋮							
ܶିௗାଶሺݔሻ												ݍଶሺݔሻ ܶିௗାଵሺݔሻ  ⋯ ሻݔௗାଵሺݍ ܶିଶௗାଶሺݔሻ			⋯							ݍௗାଵሺݔሻ ܶିௗାଵሺݔሻ	

൲			ሺ6ሻ 

 
Proof. Let’s apply the induction over ݊ to prove it. 

For ݊ ൌ 1, 

ܳௗ
ଵ ൌ ൮

ଷܶሺݔሻ								ݍଶሺݔሻ ଶܶሺݔሻ  ⋯ ሻܶିݔௗାଵሺݍ ௗିଷሺݔሻ								⋯									ݍௗାଵሺݔሻ ଶܶሺݔሻ

ଶܶሺݔሻ															ݍଶሺݔሻ ଵܶሺݔሻ  ⋯ ሻܶିݔௗାଵሺݍ ௗିସሺݔሻ								⋯									ݍௗାଵሺݔሻ ଵܶሺݔሻ
												⋮																																																																⋮																																																																							⋮							

ଷܶିௗሺݔሻ												ݍଶሺݔሻ ଶܶିௗሺݔሻ  ⋯ ሻݔௗାଵሺݍ ଷܶିଶௗሺݔሻ			⋯							ݍௗାଵሺݔሻ ଶܶିௗሺݔሻ	

൲ 
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ൌ

ۉ

ۈۈ
ۇ

			ሻݔௗାଵሺݍ						⋯		ሻݔଶሺݍ			ሻݔଵሺݍ
1												0																								0									
	0						 ⋱																																							
																																																
									⋱																																						

ی													0									1														0										0			

ۋۋ
ۊ

                                                                                                            (7) 

From the definition of ܶሺݔሻ, the matrices in (5) and (7) are equal. 

Suppose that the result satisfies for ݊. So, we obtain 

ܳௗ
 ൌ ൮

ܶାଶሺݔሻ								ݍଶሺݔሻ ܶାଵሺݔሻ  ⋯ ሻݔௗାଵሺݍ ܶିௗିସሺݔሻ								⋯									ݍௗାଵሺݔሻ ܶାଵሺݔሻ

ܶାଵሺݔሻ															ݍଶሺݔሻ ܶሺݔሻ  ⋯ ሻݔௗାଵሺݍ ܶିௗିହሺݔሻ								⋯									ݍௗାଵሺݔሻ ܶାଵሺݔሻ
												⋮																																																																⋮																																																																							⋮							
ܶିௗାଶሺݔሻ												ݍଶሺݔሻ ܶିௗାଵሺݔሻ  ⋯ ሻݔௗାଵሺݍ ܶିଶௗାଶሺݔሻ			⋯							ݍௗାଵሺݔሻ ܶିௗାଵሺݔሻ	

൲ 

Let’s prove it for ݊  1. So, we get 

ܳௗ
ାଵ ൌ ܳௗ

ܳௗ
ଵ 

ൌ ൮

ܶାଶሺݔሻ								ݍଶሺݔሻ ܶାଵሺݔሻ  ⋯ ሻݔௗାଵሺݍ ܶିௗିସሺݔሻ								⋯									ݍௗାଵሺݔሻ ܶାଵሺݔሻ

ܶାଵሺݔሻ															ݍଶሺݔሻ ܶሺݔሻ  ⋯ ሻݔௗାଵሺݍ ܶିௗିହሺݔሻ								⋯									ݍௗାଵሺݔሻ ܶାଵሺݔሻ
												⋮																																																																⋮																																																																							⋮							
ܶିௗାଶሺݔሻ												ݍଶሺݔሻ ܶିௗାଵሺݔሻ  ⋯ ሻݔௗାଵሺݍ ܶିଶௗାଶሺݔሻ			⋯							ݍௗାଵሺݔሻ ܶିௗାଵሺݔሻ	

൲. 

 

ۉ

ۈۈ
ۇ

			ሻݔௗାଵሺݍ						⋯		ሻݔଶሺݍ			ሻݔଵሺݍ
1												0																								0									
	0						 ⋱																																							
																																																
									⋱																																						

ی													0									1														0										0			

ۋۋ
ۊ

 

ൌ ൮

ܶାଷሺݔሻ								ݍଶሺݔሻ ܶାଶሺݔሻ  ⋯ ሻݔௗାଵሺݍ ܶିௗିଷሺݔሻ								⋯									ݍௗାଵሺݔሻ ܶାଶሺݔሻ

ܶାଶሺݔሻ															ݍଶሺݔሻ ܶାଵሺݔሻ  ⋯ ሻݔௗାଵሺݍ ܶିௗିସሺݔሻ								⋯									ݍௗାଵሺݔሻ ܶାଶሺݔሻ
												⋮																																																																⋮																																																																							⋮							
ܶିௗାଷሺݔሻ												ݍଶሺݔሻ ܶିௗାଶሺݔሻ  ⋯ ሻݔௗାଵሺݍ ܶିଶௗାଷሺݔሻ			⋯							ݍௗାଵሺݔሻ ܶିௗାଶሺݔሻ	

൲ 

Corollary 2.8. For ݊,݉  0, we have 

ܶାሺݔሻ ൌ ܶାଶሺݔሻ ܶାଶሺݔሻ
 ሺݍଶሺݔሻ ܶାଵሺݔሻ ܶାሺݔሻ ܶାଵሺݔሻ
 ⋯
 ሻݔௗାଵሺݍ ܶିௗାଶሺݔሻ ܶାଵሺݔሻሻ
 ⋯ ሻݔௗାଵሺݍ ܶାଵሺݔሻ ܶିௗାଶሺݔሻ 

Proof. We know 

ܳௗ
ܳௗ

 ൌ 	ܳௗ
ା. 

The first row and column of matrix ܳௗ
ା is the 

result. 

Lemma 2.9. For ݊  1, 

ሻݔሺܶ ൌ  .ሻݔሺିܨ

Proof. For ݊ ൌ 2 equality is true  

ܶሺݔሻ ൌ ሻݔሺܨ ൌ 1 

Let the equality be true for ݊ ൌ ݇. For ݊ ൌ ݇  1, 
we show that the equation is true. 
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ܶାଵሺݔሻ ൌ ሻݔଵሺݍ ܶሺݔሻ  ሻݔଶሺݍ ܶିଵሺݔሻ  ⋯
ሻݔௗାଵሺݍ ܶିௗሺݔሻ,         

ሻݔሺܨ ൌ ሻݔିଵሺܨሻݔଵሺݍ  ሻݔିଶሺܨሻݔଶሺݍ  ⋯
ሻݔௗାଵሺݍ ܶିௗିଵሺݔሻ.     

Theorem 2.10. For ݀  2, ݊  0, 

 ൬
݊ଵ  ݊ଶ ⋯	݊ௗାଵ

݊ଵ, ݊ଶ, … , ݊ௗାଵ
൰ ሻݔௗାଵశభሺݍ…ሻݔଶమሺݍሻݔଵభሺݍ

భ,మ,…,శభ
ሺௗାଵሻభାௗమା⋯ାశభୀାଶ

ܶାଶିሺభାమା⋯ାశభሻሺݔሻ 

ൌ ܶሺௗାଵሻሺݔሻ                                                                                                                          (8) 

Proof. For ݊ ൌ 1, we have 

ௗܶାଵሺݔሻ ൌ ሻݔଵሺݍ ௗܶሺݔሻ  ሻݔଶሺݍ ௗܶିଵሺݔሻ  ⋯
ሻݔௗାଵሺݍ ܶሺݔሻ. 

Let us show the right-hand side of (8) by RH. 

For ݊  0, we have 

ܪܴ

ൌ  ൬
݊ଵ  ݊ଶ  ⋯	݊ௗାଵ

݊ଵ, ݊ଶ, … , ݊ௗାଵ
൰ ሻݔௗାଵశభሺݍ…ሻݔଵభሺݍ

భ,మ,…,శభ
ሺௗାଵሻభାௗమା⋯ାశభୀାଶ

ܭሺݔሻሺߜሺݔሻሻାଶିሺభାమା⋯ାశభሻ
ௗାଵ

ୀଵ

൩ 

ൌ

ൌ  ൬
݊ଵ  ݊ଶ  ⋯	݊ௗାଵ

݊ଵ, ݊ଶ, … , ݊ௗାଵ
൰ ሻݔௗାଵశభሺݍ…ሻݔଵభሺݍ

భ,మ,…,శభ
ሺௗାଵሻభାௗమା⋯ାశభୀାଶ

ܭሺݔሻሺߜሺݔሻሻሺௗభାሺௗିଵሻమା⋯ାశభሻ
ௗାଵ

ୀଵ

൩ 

ሻݔଵሺܭ  ൬
݊ଵ  ݊ଶ  ⋯	݊ௗାଵ

݊ଵ, ݊ଶ, … , ݊ௗାଵ
൰ ൫ߜଵ

ௗሺݔሻݍଵሺݔሻ൯
భ൫ߜଵ

ௗିଵሺݔሻݍଶሺݔሻ൯
మ … ൫ݍௗାଵሺݔሻ൯

శభ

భ,మ,…,శభ
ሺௗାଵሻభାௗమା⋯ାశభୀାଶ

 ሻݔௗାଵሺܭ⋯  ൬
݊ଵ  ݊ଶ  ⋯	݊ௗାଵ

݊ଵ, ݊ଶ, … , ݊ௗାଵ
൰ ൫ߜଵ

ௗሺݔሻݍଵሺݔሻ൯
భ൫ߜଵ

ௗିଵሺݔሻݍଶሺݔሻ൯
మ … ൫ݍௗାଵሺݔሻ൯

శభ

భ,మ,…,శభ
ሺௗାଵሻభାௗమା⋯ାశభୀାଶ

 

ൌ ଵߜሻൣݔଵሺܭ
ௗሺݔሻݍଵሺݔሻ  ଵߜ

ௗିଵሺݔሻݍଶሺݔሻ  ⋯

 ሻ൧ݔௗାଵሺݍ

 ⋯

 ଵߜሻൣݔௗାଵሺܭ
ௗሺݔሻݍଵሺݔሻ

 ଵߜ
ௗିଵሺݔሻݍଶሺݔሻ  ⋯ ሻ൧ݔௗାଵሺݍ


 

 from characteristic equation, we obtain 

ൌ ∑ ሻௗାଵሻݔሺߜሻሺݔሺܭ ൌ ܶሺௗାଵሻሺݔሻ
ௗାଵ
ୀଵ . 

as desired. 

Lemma 2.11. For ݊  1, 

ܶሺݔሻ ൌ ሻݔିଵሺܮ െ ሻݔሺܨ   .ሻݔିଵሺܨሻݔଵሺݍ

Proof. From (2) we get 

  ܶሺݔሻ ൌ ሻݔିଵሺܨ ൌ ሻݔିଵሺܮ െ ሻݔିଶሺܨሻݔଶሺݍ െ
⋯െ  ሻݔିௗିଵሺܨሻݔௗାଵሺݍ

ൌ ሻݔିଵሺܮ െ ሺݍଶሺݔሻܨିଶሺݔሻ  ⋯
  ሻሻݔିௗିଵሺܨሻݔௗାଵሺݍ

ൌ ሻݔିଵሺܮ െ ሻݔሺܨ   ሻݔିଵሺܨሻݔଵሺݍ
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3 The Infinite Tribonacci Polynomials 
Matrix 

The ݀ െTribonacci polynomials matrix is showed 
by 

࣮ሺݔሻ ൌ ሾ ܶభ,మ,…,శభ,,ሺݔሻሿ 

and defined as follows 

ܶሺݔሻ ൌ

ۉ

ۈ
ۇ

1
ሻݔଵሺݍ

ሻݔଵଶሺݍ  ሻݔଶሺݍ
ሻݔଵሺݏ

																	⋮															

										0									.
										1											.
ሻݔଵሺݍ				

.													ሻݔଶሺݏ
.

.

ی

ۋ
ۊ

      

ൌ ሺ࣮݃ሺ௫ሻሺݏሻ, ݂࣮ ሺ௫ሻሺݏሻሻ, 

where  ݏଵሺݔሻ ൌ ሻݔଵଷሺݍ  ሻݔଶሺݍሻݔଵሺݍ2   ሻݔଷሺݍ

ሻݔଶሺݏ     ൌ ሻݔଵଶሺݍ  ሻݔଷሺݏ     ሻ andݔଶሺݍ ൌ  ሻݔଵሺݍ

This Tribonacci polynomial matrix can also be 
written as, 

࣮ሺݔሻ

ൌ ൮

ଶܶሺݔሻ ଵܶሺݔሻ ܶሺݔሻ 0 0 …

ଷܶሺݔሻ ଶܶሺݔሻ ଵܶሺݔሻ ܶሺݔሻ 0 …

ସܶሺݔሻ ଷܶሺݔሻ ଶܶሺݔሻ ଵܶሺݔሻ ܶሺݔሻ …
⋮ ⋮ ⋮ ⋮ ⋮ …

൲ 

Note that ࣮ሺݔሻ is a Riordan matrix. 

Theorem 3.1. The first column of matrix ࣮ሺݔሻ is 

ሺ1, ,ሻݔଵሺݍ ሻݔଵଶሺݍ  ,ሻݔଶሺݍ … ሻࢀ. 

From the Riordan group theory, we get the 
generator function of the first column as follows: 

࣮݃ሺ௫ሻሺݏሻ ൌ  ࣮భ,మ,…,శభ,,ሺݔሻ

ஶ

ୀ

ݏ

ൌ
1

ሺ1 െ ݏሻݔଵሺݍ െ ଶݏሻݔଶሺݍ െ ⋯െ ௗାଵሻݏሻݔௗାଵሺݍ
. 

Proof. Generating functions of the first column of 
matrix	࣮ሺݔሻ is  

1  ݏሻݔଵሺݍ  ൫ݍଵଶሺݔሻ  ሻ൯ݔଶሺݍ  ⋯. 

If we do operations like the proof of Theorem 2.4, 
then 

࣮݃ሺ௫ሻሺݏሻ ൌ
ଵ

ሺଵିభሺ௫ሻ௦ିమሺ௫ሻ௦మି⋯ିశభሺ௫ሻ௦శభሻ
. 

The desired expression is obtained.  

From the Riordan matrix,  ݂࣮ ሺ௫ሻሺݏሻ ൌ  .ݏ

࣮ሺݔሻ ൌ ቀ࣮݃ሺ௫ሻሺݏሻ, ݂࣮ ሺ௫ሻሺݏሻቁ

ൌ ൬
1

ሺ1 െ ݏሻݔଵሺݍ െ ଶݏሻݔଶሺݍ െ ⋯െ ௗାଵሻݏሻݔௗାଵሺݍ
,  .൰ݏ

If the ݀ െTribonacci polynomials matrix ࣮ሺݔሻ is 
finite, then the matrix is 

࣮ሺݔሻ

ൌ ൮

ଶܶሺݔሻ 0 0 0 0 …

ଷܶሺݔሻ 1 0 0 0 …
⋮ ⋮ ⋮ ⋮ ⋮ …

ܶሺݔሻ ܶିଵሺݔሻ ܶିሺݔሻ ⋮ ⋮ ଶܶሺݔሻ

൲ 

and  
ݐ݁݀ ࣮ሺݔሻ ൌ ห ࣮ሺݔሻห ൌ ሺ1ሻ ൌ 1. 

We give two factorizations of Pascal Matrix with 
the ݀ െTribonacci polynomials matrix. Now, we 
give a matrix ܯሺݔሻ ൌ ሺ݉,ሺݔሻሻ, 

݉, ൌ ൬
݅ െ 1
݆ െ 1

൰ െ ሻݔଵሺݍ ൬
݅ െ 2
݆ െ 1

൰ െ ⋯

െ ሻݔௗାଵሺݍ ൬
݅ െ ݀ െ 2
݆ െ 1

൰ 

So, we get  

ሻݔሺܯ

ൌ

ۉ

ۈ
ۇ

1 0 0 …
1 െ ሻݔଵሺݍ 1 0 …

1 െ ሻݔଵሺݍ െ ሻݔଶሺݍ 2 െ ሻݔଵሺݍ 1 …
1 െ ሻݔଵሺݍ െ ሻݔଶሺݍ െ ሻݔଷሺݍ 3 െ ሻݔଵሺݍ2 െ ሻݔଶሺݍ 3 െ ሻݔଵሺݍ …

⋮ ⋮ ⋮ ی…

ۋ
ۊ

 

Thus we can introduce the first factorization of 
the infinite Pascal matrix. 

Theorem 3.2. The factorization of the infinite 
Pascal matrix is  

ܲሺݔሻ ൌ ࣮ሺݔሻܯሺݔሻ. 

Proof.  The generating function from the first 
column of matrix ܯሺݔሻ is 

݃ெሺ௫ሻሺݏሻ ൌ 1  ൫1 െ ݏሻ൯ݔଵሺݍ  ሺ1 െ ሻݔଵሺݍ
െ ଶሻݏሻሻݔଶሺݍ  ⋯ 
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ൌ ሺ1  ݏ  ଶݏ  ⋯ሻ െ ݏሻሺݔଵሺݍ  ଶݏ  ଷݏ  ⋯ሻ
െ ଶݏሻሺݔଶሺݍ  ଷݏ  ⋯ሻ ⋯
 ௗାଵݏௗାଵሺݍ  ௗାଶݏ  ⋯ሻ 

ൌ
1

1 െ ݏ
െ

ݏଵݍ
1 െ ݏ

െ
ଶݏଶݍ

1 െ ݏ
െ ⋯െ

ௗାଵݏௗାଵݍ

1 െ ݏ
 

ൌ
ଵିభ௦ିమ௦మି⋯ିశభ௦శభ

ଵି௦
. 

From the Riordan matrix, we get ெ݂ሺ௫ሻሺݏሻ as 
follows 

ெ݂ሺ௫ሻሺݏሻ ൌ ݏ  ൫2 െ ଶݏሻ൯ݔଵሺݍ

 ൫3 െ ሻݔଵሺݍ2 െ ଷݏሻ൯ݔଶሺݍ  ⋯ 

ൌ ሺݏ  ଶݏ2  ଷݏ3  ⋯ሻ
െ ݏሺݏଵݍ  ଶݏ2  ଷݏ3  ⋯ሻ െ⋯
െ ݏௗାଵሺݏௗାଵݍ  ଶݏ2  ଷݏ3  ⋯ሻ 

ൌ
௦

ଵି௦
ቀଵିభ௦ିమ௦

మି⋯ିశభ௦శభ

ଵି௦
ቁ. 

From definition of the Riordan array, ݅	݄ݐ column 
generating function is ݃ሺݔሻሺ݂ሺݔሻሻ 

ெ݂ሺ௫ሻሺݏሻ ൌ
௦

ଵି௦
. 

Thus, ܯሺݔሻ has the following form 

ሻݔሺܯ ൌ ቀ݃ெሺ௫ሻሺݏሻ, ெ݂ሺ௫ሻሺݏሻቁ

ൌ ቆ
1 െ ݏଵݍ െ ଶݏଶݍ െ ⋯െ ௗାଵݏௗାଵݍ

1 െ ݏ
,
ݏ

1 െ ݏ
ቇ. 

From the definitions of infinite Pascal matrix and 
the infinite ݀ െTribonacci polynomials matrix, the 
Riordan representations: 

ܲ ൌ ቀ ଵ

ଵି௦
,
௦

ଵି௦
ቁ, 

࣮ሺݔሻ ൌ ൬ ଵ

൫ଵିభሺ௫ሻ௦ିమሺ௫ሻ௦మି⋯ିశభሺ௫ሻ௦శభ൯
,  .൰ݏ

From the matrix multiplication, the proof is ok. 

Secondly, we introduce other factorization of the 
Pascal matrix with the ݀ െTribonacci polynomials 
matrix. Let’s give an infinitive ܰሺݔሻ ൌ ሺ݊,ሺݔ	ሻሻ as 
follows. 

݊, ൌ ቀିଵିଵቁ െ ሻݔଵሺݍ ቀ
ିଵ
 ቁ െ ሻݔଶሺݍ ቀ

ିଵ
ାଵቁ െ

⋯െ ሻݔௗାଵሺݍ ቀ
ିଵ
ାௗቁ. 

We give the infinite ܰሺݔሻ by 

 

ܰሺݔሻ

ൌ

ۉ

ۈ
ۇ

1 0 0 0 …
1 െ ሻݔଵሺݍ 1 0 0 …

1 െ ሻݔଵሺݍ2 െ ሻݔଶሺݍ 2 െ ሻݔଵሺݍ 1 0 …
1 െ ሻݔଵሺݍ3 െ ሻݔଶሺݍ3 െ ሻݔଷሺݍ 3 െ ሻݔଵሺݍ2 െ ሻݔଶሺݍ 3 െ ሻݔଵሺݍ 1 …

⋮ ⋮ ⋮ ⋮ ی…

ۋ
ۊ

 

Now, we introduce the final factorization of the 
infinite Pascal matrix. 

Theorem 3.3. The factorization of the infinite 
Pascal matrix: 

ܲሺݔሻ ൌ ࣮ሺݔሻܰሺݔሻ. 

Proof. The proof is similar to Theorem 3.2. 

Now, we can give the inverse of ݀ െTribonacci 
polynomials matrix by helping the definition of the 
reverse element of the Riordan group in [11].  

Corollary 3.4 The inverse of Tribonacci 
polynomial: 

࣮ିଵሺݔሻ ൌ ൫1 െ ݏଵݍ െ ଶݏଶݍ െ ⋯െ
,ௗାଵݏௗାଵݍ  .൯ݏ

 
4 Conclusion 
In this study, new generalized Tribonacci 
polynomials have been introduced and studied. 
Some combinatorial properties of the Tribonacci 

polynomials matrix representations are obtained 
with the help of Riordan arrays. In addition, d-
Tribonacci number sequence has been obtained by 
considering the Pascal matrix. Based on the Pascal 
matrix, two kinds of factors of d-Tribonacci 
polynomials were found.  Also, infinite 

Tribonacci polynomial matrices and the inverses of 
these polynomials were found. 
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