
Abstract: We study a degenerate parabolic-hyperbolic equation with zero-flux boundary condition. The aim of
this paper is to prove convergence of numerical approximate solutions towards the unique entropy solution. We
propose an implicit finite volume scheme on admissible mesh. We establish fundamental estimates and prove
that the approximate solution converge towards an entropy-process solution. Contrarily to the case of Dirichlet
condition, in zero-flux problem unnatural boundary regularity of the flux is required to establish that entropy-
process solution is the unique entropy solution. In the study of well-posedness of the problem, tools of nonlinear
semigroup theory (stationary, mild and integral solutions) were used in order to overcome this difficulty. Indeed,
in some situations including the one-dimensional setting, solutions of the stationary problem enjoy additional
boundary regularity. Here, similar arguments are developed based on the new notion of integral-process solution
that we introduce for this purpose.
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1 Introduction
Let Ω be a bounded open set of IRℓ , ℓ ≥ 1, with a
Lipschitz boundary 𝜕Ω and 𝜂 the unit normal to 𝜕Ω
outward toΩ. Let𝑄 = (0, 𝑇)×Ω and Σ = (0, 𝑇)×𝜕Ω,
𝑇 is a fixed positive time. We consider the zero-flux
boundary problem

(𝑃)
{
𝑢𝑡 + div 𝑓 (𝑢) − Δ𝜙(𝑢) = 0 in 𝑄

𝑢(0, 𝑥) = 𝑢0(𝑥) in Ω,
( 𝑓 (𝑢) − ∇𝜙(𝑢)).𝜂(𝑥) = 0 on Σ.

The function 𝑓 is continuous and satisfies:

𝑓 (0) = 𝑓 (𝑢max) = 0 for some 𝑢max > 0. (1)

We suppose that the initial data 𝑢0 takes values in
[0, 𝑢max]. In this case [0, 𝑢max] will be an invariant
domain for the solution of (𝑃) in [1]. The function
𝜙 is non decreasing Lipschitz continuous in [0, 𝑢max].
Formally Δ(𝜙(𝑢)) = div(𝜙′(𝑢)∇𝑢). Then, if 𝜙′(𝑢) =
0 for some (𝑡, 𝑥) ∈ 𝑄, the diffusion term vanishes
so that (𝑃) is a degenerate parabolic-hyperbolic prob-
lem. In our context, we suppose as in [1], that there
exists a real value 𝑢𝑐 with 0 ≤ 𝑢𝑐 ≤ 𝑢max such that for
𝑢 ≤ 𝑢𝑐, the problem (𝑃) is hyperbolic. This means
that 𝜙 ≡ 0 on [0, 𝑢𝑐] and 𝜙 is strictly increasing in
[𝑢𝑐, 𝑢max]. Also as in [1], we assume that the cou-
ple ( 𝑓 , 𝜙) is non-degenerate, this means that for all

𝜉 ∈ IRℓ , 𝜉 ≠ 0, the functions 𝜆 ↦−→
ℓ∑
𝑖=1

𝜉𝑖 𝑓𝑖 (𝜆)

are not affine on the non-degenerate sub intervals of
[0, 𝑢𝑐]. It is well know that uniqueness of weak so-
lution of degenerate hyperbolic-parabolic problem is
not ensured, and we have to define a notion of en-
tropy solution in the sense of [2], in the strictly hy-
perbolic case the fundamental paper of [3] to recover
uniqueness. Inspired by [4], we defined in [1], a suit-
able notion of entropy solution for (𝑃). A measurable
function 𝑢 taking values on [0, 𝑢max] is called an en-
tropy solution of the initial-boundary value problem
(𝑃) if 𝜙(𝑢) ∈ 𝐿2(0, 𝑇 ;𝐻1(Ω)) and ∀𝑘 ∈ [0, 𝑢max],
∀𝜉 ∈ C∞( [0, 𝑇) × IRℓ)+, the following inequality
holds∫ 𝑇

0

∫
Ω
|𝑢 − 𝑘 |𝜉𝑡𝑑𝑥𝑑𝑡 +

∫
Ω
|𝑢0 − 𝑘 |𝜉 (0, 𝑥)𝑑𝑥

+
∫ 𝑇

0

∫
Ω
𝑠𝑖𝑔𝑛(𝑢 − 𝑘)

[
𝑓 (𝑢)− 𝑓 (𝑘)−∇𝜙(𝑢)

]
.∇𝜉𝑑𝑥𝑑𝑡

+
∫ 𝑇

0

∫
𝜕Ω

| 𝑓 (𝑘).𝜂(𝑥) | 𝜉 (𝑡, 𝑥)𝑑H ℓ−1(𝑥)𝑑𝑡 ≥ 0. (2)

In [5], the authors proved convergence of monotone
scheme for a scalar conservation laws with zero-flux
boundary condition which can be seen has a particular
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case of our problem. Let us recall the main theoreti-
cal results on problem (𝑃) obtained in [1]. We proved
existence of solution satisfying (2), for any space di-
mension in the case 0 < 𝑢𝑐 < 𝑢max. Uniqueness is ob-
tained for one space dimension. Remark that unique-
ness is also true in multi-dimensional situation in two
extreme cases: 𝑢𝑐 = 0 for non-degenerate parabolic
case [6], and 𝑢𝑐 = 𝑢max for pure hyperbolic case [4].
We refer to Appendix 2 for some explanations.
In this paper, we choose an implicit finite vol-
ume scheme for the discretization of the degenerate
parabolic equation (𝑃). Under suitable assumptions
on the numerical fluxes, it is shown that the consid-
ered schemes are 𝐿∞ stable and the discrete solutions
satisfy some weak BV inequality and 𝐻1 estimates.
We prove also space and time translation estimates on
the diffusion fluxes, which are the keys for the proof
of convergence of the scheme. We prove existence of
discrete solution by using Leray-Schauder topological
degree. The approximate solutions are shown to sat-
isfy an appropriate discrete entropy inequalities. Us-
ing the weak BV and 𝐻1 estimates, the approximate
solutions are also shown to satisfy continuous entropy
inequalities. It remains to prove that the sequence
of approximate solutions satisfying this continuous
entropy inequalities converge towards an unique en-
tropy solution. In [7], the authors use the concept of
”entropy-process solution” introduced by [7], [8], [9],
for Dirichlet boundary problem which is similar to
the notion of measure valued solutions of [10]. They
proved that approximate solutions converge towards
an entropy-process solution as the mesh size tends
to zero. Using doubling of variables method, they
showed that the entropy-process solution is unique
and is also a entropy solution of Dirichlet problem. In
the case of zero-flux boundary condition, some dif-
ficulty due to lack of regularity of the boundary flux
appears in [1]. We are not able to obtain uniqueness
by the doubling of variables method. Thus, the only
notion of entropy-process solution is not enough to
prove convergence towards the entropy solution. To
solve this difficulty, we found it useful to consider the
general evolution problem of the form:

(𝐸)
{
𝑣′(𝑡) + 𝐴(𝑣(𝑡)) = 0 on (0, 𝑇)

𝑣(0) = 𝑢0.

We propose a new notion of solution called integral-
process solution for the abstract evolution problem
(𝐸). This notion is presented in detail in the appendix
1. We prove that this new notion of integral-process
solution coincides with the unique integral solution.
Then, we apply this notion to the problem (𝑃) and
prove that the approximate solutions converge to an
integral-process solution. We conclude that it is an
entropy solution.

The rest of this paper is organized as follows. In Sec-
tion 2, we present our implicit scheme. In Section 3,
we prove a priori estimates, the discrete entropy in-
equalities and existence of discrete solution in Sec-
tion 4. We propose in Section 5 a continuous entropy
inequality, and the convergence result follows in Sec-
tion 6. Finally, in Appendices we study the abstract
evolution equation (𝐸) and prove uniqueness of en-
tropy solution in one space dimension for the degen-
erate parabolic problem (𝑃).

2 Presentation of a finite volume
scheme for degenerate parabolic
problem with zero-flux boundary
condition

Figure 1: Control volumes, centre, diamonds

In this section, we consider the problem (𝑃) and
construct a monotone finite volume scheme to approx-
imate the solution. Let 𝛿𝑡 > 0 be the time step. Let
O be a family of disjoint connected polygonal sub-
sets called control volumes of Ω such that Ω is the
union of the closures of the elements of this family
and such that the common interface of two control
volumes is included in the hyperplane of IRℓ . Let ℎ
be the upper bound for maximum size of the mesh:
ℎ = sup{Diam(𝐾), 𝐾 ∈ O}. We suppose that there
exists 𝛼 > 0 such that:

𝛼ℎℓ ≤ 𝑚(𝐾), 𝑚(𝜕𝐾) ≤ 1
𝛼
ℎℓ−1, ∀𝐾 ∈ O, (3)
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then the estimate on the number |O| of control vol-
umes is

|O| ≤ 𝑚(Ω)
𝛼

ℎ−ℓ , (4)

where𝑚(𝐾) is the ℓ− dimensional Lebesgue measure
of 𝐾 and𝑚(𝜕𝐾) is the (ℓ−1)− dimensional Lebesgue
measure of 𝜕𝐾 . If 𝐾 and 𝐿 are two control volumes
having an edge 𝜎 in common, we said that 𝐿 is a
neighbour of 𝐾 and we write 𝐿 ∈ N (𝐾). We some-
times denote by 𝐾 |𝐿 the common edge 𝜎 between 𝐾
and 𝐿 and by 𝑛𝐾,𝜎 the unit normal to𝜎, oriented from
𝐾 to 𝐿. Moreover, 𝜀𝐾 denotes the set of all edges for
any control volumes 𝐾 . If 𝐾 has at least one com-
mon edge with boundary 𝜕Ω, we denote by 𝜀𝑒𝑥𝑡𝐾 the
set of these boundaries edges, that can be regarded as
𝜀𝑒𝑥𝑡𝐾 = {𝜎 ∈ 𝜀𝐾 , 𝑚(𝜎 ∩ 𝜕Ω) > 0}. Eventually, if the
control volume 𝐾 has no common edges with a part
of boundary 𝜕Ω then 𝜀𝑒𝑥𝑡𝐾 = ∅. In all case, for all con-
trol volume 𝐾 ∈ O, we have 𝜀𝐾 = 𝜀𝐾\𝜀𝑒𝑥𝑡𝐾 . Because
we consider a zero-flux boundary condition, we don’t
need to distinguish between interior and exterior con-
trol volumes, only inner interfaces between volumes
are needed in order to formulate the scheme. We con-
sider here an admissible mesh of Ω for e.g., [7], [11],
we mean that there exists a family of points (𝑥𝐾 )𝐾∈O
such that the straight line 𝑥𝐾𝑥𝐿 is orthogonal to the
interface 𝐾 |𝐿. We denote by 𝑑𝐾,𝐿 = |𝑥𝐾 − 𝑥𝐿 | the
distance between 𝑥𝐾 and 𝑥𝐿 and by 𝑑𝐾,𝜎 the dis-
tance between 𝑥𝐾 and the interface 𝜎 Figure 1. The
point 𝑥𝐾 is referred as the center of 𝐾 . To simplify
the analysis, we consider that 𝑥𝐾 ∈ 𝐾 (in general,
this assumption can be relaxed, e.g., one can consider
so called Delaunay simplicial meshes). We denote
by 𝜏𝐾,𝜎 the ”transmissibility” through 𝜎 defined by
𝜏𝐾,𝜎 = 𝑚(𝜎)

𝑑𝐾,𝜎
if 𝜎 ∈ 𝜀𝑒𝑥𝑡𝐾 , in addition we denote

𝜏𝐾 |𝐿 = 𝑚(𝐾 |𝐿)
𝑑𝐾,𝐿

. The diamond denoted by 𝐾 |𝐿 is a
convex hull constructed from neighbour centers 𝑥𝐾 ,
𝑥𝐿 and 𝐾 |𝐿. The diamonds are disjoint and cover
Ω up to an h-neighbourhood of 𝜕Ω. Notice that the
ℓ− dimensional measure 𝑚(𝐾 |𝐿) of 𝐾 |𝐿 equals to
𝑑𝐾,𝐿
ℓ 𝑚(𝐾 |𝐿) Figure 1.

A discrete function 𝑤 on the mesh O is a set
(𝑤𝐾 )𝐾∈O . If𝑤𝐾 , 𝑣𝐾 are discrete functions, the corre-
sponding 𝐿2(Ω) scalar product and norm can be com-
puted as

(𝑤O , 𝑣O)𝐿2 (Ω) =
∑
𝐾∈O

𝑚(𝐾)𝑤𝐾𝑣𝐾 ;

| |𝑤O | |2𝐿2 (Ω) =
∑
𝐾∈O

𝑚(𝐾) |𝑤𝐾 |2.

In addition, we can define the positive (but not def-
inite) product and the corresponding ”discrete 𝐻1

0

semi-norm” by

ℓ
∑
𝐾∈O

∑
𝐿∈N(𝐾 )

𝑚(𝐾 |𝐿)
𝑑𝐾,𝐿

(𝑤𝐿 − 𝑤𝐾 )(𝑣𝐿 − 𝑣𝐾 )

= (𝑤O,𝑣O)𝐻O

and

|𝑤O |2𝐻O
= (𝑤O,𝑤O)𝐻O .

We define the discrete gradient ∇O𝑤O of a constant
per control volume function 𝑤O as the constant per
diamond 𝐾 |𝐿, IRℓ-valued function with values

(∇O𝑤O)�𝐾 |𝐿 = ∇�𝐾 |𝐿𝑤O := ℓ
𝑤𝐿 − 𝑤𝐾
𝑑𝐾,𝐿

𝜂𝐾,𝐿 . (5)

For the approximation of the convective term, we
consider the numerical convection fluxes 𝐹𝐾,𝜎 :
[0, 𝑢max]2 −→ IR, (𝑎, 𝑏) ↦−→ 𝐹𝐾,𝜎 (𝑎, 𝑏) for 𝐾 ∈
O, 𝜎 ∈ 𝜀𝐾
The numerical convection fluxes are monotone:

𝜕𝑏𝐹𝐾,𝜎 (𝑎, 𝑏) ≤ 0 ≤ 𝜕𝑎𝐹𝐾,𝜎 (𝑎, 𝑏). (6)

The numerical convection fluxes are conservative:

For all 𝜎 = 𝐾 |𝐿, for all 𝑎, 𝑏 ∈ [0, 𝑢max];
𝐹𝐾,𝐿 (𝑎, 𝑏) = −𝐹𝐿,𝐾 (𝑏, 𝑎). (7)

The numerical convection fluxes are regular:

𝐹𝐾,𝜎 is Lipschitz continuous and admits
𝑚(𝜎)𝑀 as Lipschitz constant on
[0, 𝑢max] . (8)

The numerical convection fluxes are consistent:

∀𝑠 ∈ [0, 𝑢max],𝐹𝐾,𝜎 (𝑠, 𝑠) = 𝑚(𝜎) 𝑓 (𝑠).𝑛𝐾,𝜎 . (9)

The Godunov, the splitting flux of Osher and Ru-
sanov schemes may be the most common examples
of schemes with fluxes satisfying (6)-(9).
Notice that the hypothesis (8) and (9) entail that for
∀𝑠 ∈ [0, 𝑢max]:

|𝐹𝐾,𝜎 (𝑠, 𝑠) | ≤ (| | 𝑓 | |𝐿∞+𝑢max)𝑚(𝜎). (10)

The discrete unknowns 𝑢𝑛+1
𝐾 for all control volume

𝐾 ∈ O, and 𝑛 ∈ IN are defined thanks to the following
relations: first we initialize the scheme by

𝑢0
𝐾 =

1
𝑚(𝐾)

∫
𝐾
𝑢0(𝑥)𝑑𝑥 ∀𝐾 ∈ O, (11)

then, we use the implicit scheme for the discretization
of problem (𝑃):
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∀𝑛 > 0, ∀𝐾 ∈ O,

𝑚(𝐾)
𝑢𝑛+1
𝐾 − 𝑢𝑛𝐾
𝛿𝑡

+
∑
𝜎∈𝜀𝐾

𝐹𝐾,𝜎 (𝑢𝑛+1
𝐾 , 𝑢𝑛+1

𝐾,𝜎)

−
∑
𝜎∈𝜀𝐾

𝜏𝐾,𝜎

(
𝜙(𝑢𝑛+1

𝐾,𝜎) − 𝜙(𝑢𝑛+1
𝐾 )

)
=0. (12)

If the scheme has a solution, we will say that the piece-
wise constant function 𝑢O, 𝛿𝑡 (𝑡, 𝑥) defined for (𝑡, 𝑥) ∈
]𝑛𝛿𝑡, (𝑛 + 1)𝛿𝑡] × 𝐾 , a.e. by:

𝑢O, 𝛿𝑡 (𝑡, 𝑥) = 𝑢𝑛+1
𝐾 . (13)

is an approximate solution to (𝑃).
Remark 2.1 1. Notice that using relation (9) and

the fact that for all 𝑠 ∈ IR div𝑥 𝑓 (𝑠) = 0, we have
∀𝑠 ∈ [0, 𝑢max],∀𝐾 ∈ O:∑

𝜎∈ �̄�𝐾
𝐹𝐾,𝜎 (𝑠, 𝑠) = 0. (14)

This is equivalent to:∀𝑠 ∈ [0, 𝑢max],∀𝐾 ∈ O∑
𝜎∈𝜀𝐾

𝐹𝐾,𝜎 (𝑠, 𝑠)+
∑

𝜎∈𝜀𝑒𝑥𝑡𝐾

𝐹𝐾,𝜎 (𝑠, 𝑠) = 0. (15)

2. Notice that the prescribed zero-flux boundary
condition is in fact included in (12). One can ex-
tend the summation over 𝜎 ∈ 𝜀𝐾 , and by conven-
tion regard the fluxes as:

Flux𝐾,𝜎 =

{
Flux𝐾,𝐿 if 𝜎 ∈ 𝐾 |𝐿,
0 if 𝜎 ∈ 𝜀𝑒𝑥𝑡𝐾 .

3 Discrete entropy inequalities
This part is devoted to discrete entropy inequalities.
We recall some notations in [8]:
Denote by 𝑎⊥𝑏 = min(𝑎, 𝑏) and 𝑎>𝑏 = max(𝑎, 𝑏).
We define 𝜂+𝑘 (𝑠) = (𝑠−𝑘)+ = (𝑠>𝑘−𝑘), (respectively
𝜂−𝑘 (𝑠) = (𝑠 − 𝑘)− = (𝑠⊥𝑘 − 𝑘)) and the associated
fluxes-functions Φ±

𝑘 called entropy fluxes

Φ+
𝑘 (𝑠) = 𝑠𝑖𝑔𝑛+(𝑠 − 𝑘) ( 𝑓 (𝑠) − 𝑓 (𝑘))

= 𝑓 (𝑠>𝑘) − 𝑓 (𝑘);
Φ−
𝑘 (𝑠) = 𝑠𝑖𝑔𝑛− (𝑠 − 𝑘)( 𝑓 (𝑠) − 𝑓 (𝑘))

= 𝑓 (𝑠⊥𝑘) − 𝑓 (𝑘);
Φ𝑘 (𝑠) = 𝑠𝑖𝑔𝑛(𝑠 − 𝑘) ( 𝑓 (𝑠) − 𝑓 (𝑘)).

Therefore, the numerical sub and super entropy fluxes
functions are defined by the formulas

Φ+
𝐾,𝜎,𝑘 (𝑎, 𝑏) = 𝐹𝐾,𝜎 (𝑎>𝑘, 𝑏>𝑘) − 𝐹𝐾,𝜎 (𝑘, 𝑘);

Φ−
𝐾,𝜎,𝑘 (𝑎, 𝑏) = 𝐹𝐾,𝜎 (𝑘, 𝑘) − 𝐹𝐾,𝜎 (𝑎⊥𝑘, 𝑏⊥𝑘);

Φ𝐾,𝜎,𝑘 (𝑎, 𝑏) = 𝐹𝐾,𝜎 (𝑎>𝑘, 𝑏>𝑘) − 𝐹𝐾,𝜎 (𝑎⊥𝑘, 𝑏⊥𝑘).

From now, we have the following the discrete entropy
inequalities.

Lemma 3.1 Assume that (4), (6)- (9) hold. Let 𝑢O, 𝛿𝑡
be an approximate solution of the problem (𝑃) de-
fined by (11), (12). Then for all 𝑘 ∈ [0, 𝑢max], for
all 𝐾 ∈ O, 𝑛 ≥ 0 the following discrete sub-entropy
inequalities hold:

𝜂+𝑘 (𝑢𝑛+1
𝐾 ) − 𝜂+𝑘 (𝑢𝑛𝐾 )

𝛿𝑡
𝑚(𝐾)

+
∑
𝜎∈𝜀𝐾

Φ+
𝐾,𝜎,𝑘 (𝑢𝑛+1

𝐾 , 𝑢𝑛+1
𝐾,𝜎)

−
∑
𝐾 |𝐿

𝜏𝐾 |𝐿

(
𝜂+𝜙 (𝑘 ) (𝜙(𝑢

𝑛+1
𝐿 )) − 𝜂+𝜙 (𝑘 ) (𝜙(𝑢

𝑛+1
𝐾 ))

)
≤

∑
𝜎∈𝜀𝑒𝑥𝑡𝐾

𝑠𝑖𝑔𝑛+(𝑢𝑛+1
𝐾 − 𝑘)𝑚(𝜎) 𝑓 (𝑘)𝑛𝐾,𝜎 . (16)

Also the discrete super-entropy inequalities are satis-
fied (i.e., 𝜂+𝑘 , Φ

+
𝐾,𝜎,𝑘 , 𝑠𝑖𝑔𝑛

+ can be replaced by 𝜂−𝑘 ,
and Φ−

𝐾,𝜎,𝑘 , 𝑠𝑖𝑔𝑛
− in (16)).

Notice that, if for all 𝐾 ∈ O, 𝑢𝑛+1
𝐾 satisfy both discrete

sub-entropy inequality and discrete super-entropy in-
equality, then 𝑢𝑛+1

𝐾 can be seen as a discrete entropy
solution in ]𝑛𝛿𝑡, (𝑛 + 1)𝛿𝑡] × 𝐾 .
Proof. Thanks to the Remark 2.1, the constant 𝑘 ∈
[0, 𝑢max] is solution of:

𝑚(𝐾) 𝑘 − 𝑘
𝛿𝑡

+
∑
𝜎∈𝜀𝐾

𝐹𝐾,𝜎 (𝑘, 𝑘)

−
∑
𝐾 |𝐿

𝜏𝐾 |𝐿

(
𝜙(𝑘) − 𝜙(𝑘)

)
= −

∑
𝜎∈𝜀𝑒𝑥𝑡𝐾

𝐹𝐾,𝜎 (𝑘, 𝑘). (17)

Substracting from the equality (12) the equality (17),
we obtain:

1
𝛿𝑡

(
(𝑢𝑛+1
𝐾 − 𝑘) − (𝑢𝑛𝐾 − 𝑘)

)
𝑚(𝐾)

+
∑
𝜎∈𝜀𝐾

(
𝐹𝐾,𝜎 (𝑢𝑛+1

𝐾 , 𝑢𝑛+1
𝐾,𝜎) − 𝐹𝐾,𝜎 (𝑘, 𝑘)

)
−

∑
𝐿∈N(𝐾 )

𝜏𝐾 |𝐿

[(
𝜙(𝑢𝑛+1

𝐿 )−𝜙(𝑘)
)
−
(
𝜙(𝑢𝑛+1

𝐾 )−𝜙(𝑘)
)]

=
∑

𝜎∈𝜀𝑒𝑥𝑡𝐾

𝐹𝐾,𝜎 (𝑘, 𝑘). (18)

Multiply (18) by (𝜂+𝑘 )′(𝑢𝑛+1
𝐾 ) = 𝑠𝑖𝑔𝑛+(𝑢𝑛+1

𝐾 − 𝑘). We
recall that for all convex function 𝐽, we have for all
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𝑧1, 𝑧2 ∈ IR, the convexity inequality (𝑧1 − 𝑧2)𝐽′(𝑧1) ≥
𝐽 (𝑧1) − 𝐽 (𝑧2). (Here, we may consider 𝐽′ as be-
ing multivalued, in the sense of sub-differential of 𝐽).
First, we use this convexity inequality to obtain

𝑠𝑖𝑔𝑛+(𝑢𝑛+1
𝐾 − 𝑘)

(
(𝑢𝑛+1
𝐾 − 𝑘) − (𝑢𝑛𝐾 − 𝑘)

)
≥
(
(𝑢𝑛+1
𝐾 − 𝑘)+ − (𝑢𝑛𝐾 − 𝑘)+

)
. (19)

Second, due to the monotony of the numerical fluxes,
we see that

𝑠𝑖𝑔𝑛+(𝑢𝑛+1
𝐾 − 𝑘)

(
𝐹𝐾,𝜎 (𝑢𝑛+1

𝐾 , 𝑢𝑛+𝐾,𝜎) − 𝐹𝐾,𝜎 (𝑘, 𝑘)
)

≥ Φ+
𝐾,𝜎,𝑘 (𝑢𝑛+1

𝐾 , 𝑢𝑛+1
𝐾,𝜎). (20)

Finally, using the convexity inequality and the mono-
tonicity of 𝜙, we have:

− (𝜂+𝑘 )′(𝑢𝑛+1
𝐾 )

(
𝜙(𝑢𝑛+1

𝐿 ) − 𝜙(𝑢𝑛+1
𝐾 )

)
≥ −

(
𝜂+𝜙 (𝑘 ) (𝜙(𝑢

𝑛+1
𝐿 ) − 𝜂+𝜙 (𝑘 ) (𝜙(𝑢

𝑛+1
𝐾 )

)
. (21)

Then, we get from (19), (20), (21)

1
𝛿𝑡

(
(𝑢𝑛+1
𝐾 − 𝑘)+ − (𝑢𝑛𝐾 − 𝑘)+

)
𝑚(𝐾)

+
∑
𝜎∈𝜀𝐾

Φ+
𝐾,𝜎,𝑘 (𝑢𝑛+1

𝐾 , 𝑢𝑛+1
𝐾,𝜎)

−
∑
𝐾 |𝐿

𝜏𝐾 |𝐿

(
𝜂+𝜙 (𝑘 ) (𝜙(𝑢

𝑛+1
𝐿 )) − 𝜂+𝜙 (𝑘 ) (𝜙(𝑢

𝑛+1
𝐾 ))

)
≤

∑
𝜎∈𝜀𝑒𝑥𝑡𝐾

𝑠𝑖𝑔𝑛+(𝑢𝑛+1
𝐾 − 𝑘)𝑚(𝜎) 𝑓 (𝑘)𝑛𝐾,𝜎 .

This prove (16). In the same way, we prove the dis-
crete super-entropy inequalities. Finally, we deduce
that 𝑢𝑛+1

𝐾 satisfies the discrete entropy inequality in
this sense:

𝜂𝑘 (𝑢𝑛+1
𝐾 ) − 𝜂𝑘 (𝑢𝑛𝐾 )

𝛿𝑡
𝑚(𝐾)+

∑
𝜎∈ �̄�𝐾

Φ𝐾,𝜎,𝑘 (𝑢𝑛+1
𝐾 , 𝑢𝑛+1

𝐾,𝜎)

−
∑
𝐾 |𝐿

𝜏𝐾 |𝐿

(
𝜂𝜙 (𝑘 ) (𝜙(𝑢𝑛+1

𝐿 ) − 𝜂𝜙 (𝑘 ) (𝜙(𝑢𝑛+1
𝐾 )

)
≤

∑
𝜎∈𝜀𝑒𝑥𝑡𝐾

𝑠𝑖𝑔𝑛(𝑢𝑛+1
𝐾 − 𝑘)𝑚(𝜎) 𝑓 (𝑘)𝑛𝐾,𝜎 . (22)

4 Estimates of discrete solution and
existence

We wish to prove that the approximate solution 𝑢O, 𝛿𝑡
satisfies the continuous entropy inequalities in section

5. To this purpose, we give fundamental estimates
useful for proving convergence of the scheme. First,
we prove the 𝐿∞ stability of the scheme, this comes
from discrete entropy inequalities and the 𝐿∞ norm
on the flux 𝑓 with the relation (1).

4.1 𝐿∞ bound on discrete solutions
Proposition 4.1 Suppose that 𝐾 ∈ O, the assump-
tions (4), (6)- (9) hold. Assume that 𝑢0 ∈ [0, 𝑢max].
Then the approximate solution 𝑢O, 𝛿𝑡 (𝑡, 𝑥) of problem
(𝑃) defined by (11), (12) satisfies:

0 ≤ 𝑢𝑛𝐾 (𝑡, 𝑥) ≤ 𝑢max ∀𝐾 ∈ O. (23)
Proof. Summing (16) over 𝐾 ∈ O, we get∑
𝐾∈O

𝑚(𝐾)
𝜂+𝑘 (𝑢𝑛+1

𝐾 ) − 𝜂+𝑘 (𝑢𝑛𝐾 )
𝛿𝑡

+
∑
𝐾∈O

∑
𝜎∈ �̄�𝐾

Φ+
𝐾,𝜎,𝑘 (𝑢𝑛+1

𝐾 , 𝑢𝑛+1
𝐾,𝜎)

−
∑
𝐾∈O

∑
𝐿∈N(𝐾 )

𝜏𝐾 |𝐿

(
𝜂+𝜙 (𝑘 ) (𝜙(𝑢

𝑛+1
𝐿 ))−𝜂+𝜙 (𝑘 ) (𝜙(𝑢

𝑛+1
𝐾 ))

)
≤

∑
𝐾∈O

∑
𝜎∈𝜀𝑒𝑥𝑡𝐾

𝑚(𝜎) | 𝑓 (𝑘)𝑛𝐾,𝜎 |. (24)

In inequality (24), take 𝑘 = 𝑢max and use (1) to obtain:∑
𝐾∈O

𝑚(𝐾)
𝛿𝑡

(
𝑢𝑛+1
𝐾 −𝑢max

)+
−
∑
𝐾∈O

𝑚(𝐾)
𝛿𝑡

(
𝑢𝑛𝐾−𝑢max

)+
+

∑
𝐾∈O

∑
𝜎∈𝜀𝐾

Φ+
𝐾,𝜎,𝑢max

(𝑢𝑛+1
𝐾 , 𝑢𝑛+1

𝐾,𝜎)

−
∑
𝐾

∑
𝐿

𝜏𝐾 |𝐿

(
𝜂+𝜙 (𝑢max ) (𝜙(𝑢

𝑛+1
𝐿 )) − 𝜂+𝜙 (𝑢max ) (𝜙(𝑢

𝑛+1
𝐾 ))

)
≤ 0.

From now, remark that due to the conservativity of the
scheme we have∑
𝐾∈O

∑
𝜎∈𝜀𝐾

Φ+
𝐾,𝜎,𝑢max

(𝑢𝑛+1
𝐾 , 𝑢𝑛+1

𝐾,𝜎)

=
∑
𝐾∈O

∑
𝐿∈N(𝐾 )

Φ+
𝐾,𝐿,𝑢max

(𝑢𝑛+1
𝐾 , 𝑢𝑛+1

𝐿 ) = 0

∑
𝐾∈O

∑
𝐾 |𝐿

(
𝜂+𝜙 (𝑘 ) (𝜙(𝑢

𝑛+1
𝐿 )) − 𝜂+𝜙 (𝑘 ) (𝜙(𝑢

𝑛+1
𝐾 ))

)
= 0.

Therefore∑
𝐾∈O

𝑚(𝐾)
𝛿𝑡

(
(𝑢𝑛+1
𝐾 − 𝑢max)+ − (𝑢𝑛𝐾 − 𝑢max)+

)
≤ 0.

Since 0 ≤ 𝑢0
𝐾 ≤ 𝑢max, by induction we prove (𝑢𝑛+1

𝐾 −
𝑢max)+ ≤ 0. In the same way, in the super-entropy
inequality, taking 𝑘 = 0, using (1), we also prove that
(𝑢𝑛+1
𝐾 )− ≤ 0.
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4.2 Weak BV and 𝐿2(0, 𝑇, 𝐻1(Ω)) estimates
Now, we give the weak BV and 𝐿2(0, 𝑇, 𝐻1(Ω)) es-
timates. The 𝐿2(0, 𝑇, 𝐻1(Ω)) as the 𝐿∞ estimate
are necessary for justifying compactness properties
of discrete solutions. The weak BV-stability does not
give directly any compactness result, however, it plays
a crucial role in the proof of continuous entropy in-
equality in section 5. To start with, we recall a Lemma
which is one ingredient of the proof of Lemma 4.3 be-
low.

Lemma 4.2 Let 𝐺 : [𝑎, 𝑏] −→ IR be a monotone
Lipschitz continuous function with Lipschitz constant
𝐿 > 0 and 𝑎, 𝑏 ∈ IR. Then for all 𝑐, 𝑑 ∈ [𝑎, 𝑏], one
has����∫ 𝑑

𝑐

(
𝐺 (𝑥) − 𝐺 (𝑐)

)
𝑑𝑥

���� ≥ 1
2𝐿

(
𝐺 (𝑑) − 𝐺 (𝑐)

)2
.

Proof. In order to prove this result, we assume, for
instance, that𝐺 is nondecreasing and 𝑐 < 𝑑 (the other
cases are similar). Then, we have 𝐺 (𝑠) ≥ 𝐻 (𝑠), for
all 𝑠 ∈ [𝑐, 𝑑], where 𝐻 (𝑠) = 𝐺 (𝑐) for 𝑠 ∈ [𝑐, 𝑑 − 𝑙]
and 𝐻 (𝑠) = 𝐺 (𝑐) + (𝑠 − 𝑑 + 𝑙)𝐿 for 𝑠 ∈ [𝑑 − 𝑙, 𝑑],
with 𝑙𝐿 = 𝐺 (𝑑) − 𝐺 (𝑐), and therefore:∫ 𝑑

𝑐
(𝐺 (𝑠) − 𝐺 (𝑐))𝑑𝑠 ≥

∫ 𝑑

𝑐
(𝐻 (𝑠) − 𝐺 (𝑐))𝑑𝑠

=
𝑙

2
(𝐺 (𝑑) − 𝐺 (𝑐))

=
1

2𝐿
(𝐺 (𝑑) − 𝐺 (𝑐))2.

Now, we establish the weak BV-stability of the
scheme.

Lemma 4.3 (Weak BV-Estimate) Suppose that
(4),(6)-(9) hold. Let 𝑢O, 𝛿𝑡 be an approximate solu-
tion of problem (𝑃) defined by (11), (12). Let 𝑇 > 0,
and set 𝑁 = max{𝑛 ∈ IN, 𝑛 < 𝑇

𝛿𝑡 } and 𝐿 ∈ N (𝐾)
(with convention 𝑢𝑛+1

𝐾 ≥ 𝑢𝑛+1
𝐿 ). Then there exists

𝐶 = 𝐶 ( | | 𝑓 | |𝐿∞ , 𝑢max, 𝑇, |Ω|) ≥ 0 such that

𝑁∑
𝑛=0
𝛿𝑡
∑
𝐾 |𝐿

max
𝑢𝑛+1
𝐿 ≤𝑐≤𝑑≤𝑢𝑛+1

𝐾

(
𝐹𝐾,𝜎 (𝑑, 𝑐)−𝐹𝐾,𝜎 (𝑑, 𝑑)

)
+

𝑁∑
𝑛=0
𝛿𝑡
∑
𝐾 |𝐿

max
𝑢𝑛+1
𝐿 ≤𝑐≤𝑑≤𝑢𝑛+1

𝐾

(
𝐹𝐾,𝜎 (𝑑, 𝑐) − 𝐹𝐾,𝜎 (𝑐, 𝑐)

)
≤ 𝐶

√
ℎ
. (25)

Proof. Multiplying (12) by 𝛿𝑡𝑢𝑛+1
𝐾 and summing over

𝐾 ∈ O and 𝑛 = 0, ..., 𝑁 yields 𝐴𝐸𝑣 + 𝐴𝐶𝑣 + 𝐴𝐷𝑖 𝑓 = 0

with

𝐴𝐸𝑣 =
𝑁∑
𝑛=0

∑
𝐾∈O

𝑚(𝐾)(𝑢𝑛+1
𝐾 − 𝑢𝑛𝐾 )𝑢𝑛+1

𝐾 ;

𝐴𝐶𝑣 =
𝑁∑
𝑛=0
𝛿𝑡

∑
𝐾∈O

∑
𝜎∈𝜀𝐾

𝐹𝐾,𝜎 (𝑢𝑛+1
𝐾 , 𝑢𝑛+1

𝐾,𝜎)𝑢𝑛+1
𝐾 ;

𝐴𝐷𝑖 𝑓 =−
𝑁∑
𝑛=0
𝛿𝑡
∑
𝐾∈O

∑
𝐾 |𝐿
𝜏𝐾 |𝐿

(
𝜙(𝑢𝑛+1

𝐿 )−𝜙(𝑢𝑛+1
𝐾 )

)
𝑢𝑛+1
𝐾

Let us first estimate 𝐴𝐸𝑣 . We use the fact that:

∀𝑎, 𝑏 ∈ IR, (𝑎 − 𝑏)𝑎 =
1
2
(𝑎 − 𝑏)2 + 1

2
𝑎2 − 1

2
𝑏2,

we get:

𝐴𝐸𝑣 =
𝑁∑
𝑛=0

∑
𝐾∈O

𝑚(𝐾) (𝑢𝑛+1
𝐾 − 𝑢𝑛𝐾 )𝑢𝑛+1

𝐾

=
1
2

𝑁−1∑
𝑛=1

∑
𝐾∈O

𝑚(𝐾)(𝑢𝑛+1
𝐾 − 𝑢𝑛𝐾 )2

+ 1
2

∑
𝐾∈O

𝑚(𝐾)
[
(𝑢𝑁+1
𝐾 )2 − (𝑢0

𝐾 )2
]
. (26)

The two first terms are non negative and due to (23)
there exists𝐶 ≥ 0 (that only depends on |Ω| and 𝑢max)
such that −𝐶 is a lower bound for the last term, then

𝐴𝐸𝑣 ≥ −𝐶. (27)
Secondly, using summation by parts then 𝐴𝐷𝑖 𝑓 gives

𝑁∑
𝑛=0
𝛿𝑡
∑
𝐾

∑
𝐾 |𝐿

𝜏𝐾 |𝐿

(
𝜙(𝑢𝑛+1

𝐿 )−𝜙(𝑢𝑛+1
𝐾 )

)(
𝑢𝑛+1
𝐿 −𝑢𝑛+1

𝐾

)
and 𝐴𝐷𝑖 𝑓 ≥ 0. Now, we study the term 𝐴𝐶𝑣 . Due to
(15), it can be rewritten as the sum between 𝐴𝑖𝑛𝑡𝐶𝑣 and
𝐴𝑒𝑥𝑡𝐶𝑣 :
𝑁∑
𝑛=0

∑
𝐾 |𝐿

𝛿𝑡

(
𝐹𝐾,𝜎 (𝑢𝑛+1

𝐾 , 𝑢𝑛+1
𝐿 )−𝐹𝐾,𝜎 (𝑢𝑛+1

𝐾 , 𝑢𝑛+1
𝐾 )

)
𝑢𝑛+1
𝐾

−
𝑁∑
𝑛=0

∑
𝐾 |𝐿

𝛿𝑡

(
𝐹𝐾,𝜎 (𝑢𝑛+1

𝐾 , 𝑢𝑛+1
𝐿 )−𝐹𝐾,𝜎 (𝑢𝑛+1

𝐿 , 𝑢𝑛+1
𝐿 )

)
𝑢𝑛+1
𝐿

= 𝐴𝑖𝑛𝑡𝐶𝑣

𝐴𝑒𝑥𝑡𝐶𝑣 = −
𝑁∑
𝑛=0

𝛿𝑡
∑
𝐾∈O

𝑢𝑛+1
𝐾

∑
𝜎∈𝜀𝑒𝑥𝑡𝐾

𝐹𝐾,𝜎 (𝑢𝑛+1
𝐾 , 𝑢𝑛+1

𝐾 )

= −
𝑁∑
𝑛=0
𝛿𝑡

∑
𝐾∈O

𝑢𝑛+1
𝐾

∑
𝜎∈𝜀𝑒𝑥𝑡𝐾

𝑚(𝜎) 𝑓 (𝑢𝑛+1
𝐾 ).𝜂𝐾,𝜎 .

(28)
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We can estimate the boundary term 𝐴𝑒𝑥𝑡𝐶𝑣 by

|𝐴𝑒𝑥𝑡𝐶𝑣 | ≤ 𝐶 ( | | 𝑓 | |𝐿∞ , 𝑢max, 𝑇, |𝜕Ω|). (29)

Let us assign:

Ψ𝐾,𝐿 (𝑎) =
∫ 𝑎

0
𝑠

(
𝜕𝐹𝐾,𝐿
𝜕𝑢

(𝑠, 𝑠) + 𝜕𝐹𝐾,𝐿
𝜕𝑣

(𝑠, 𝑠)
)
𝑑𝑠

=
∫ 𝑎

0
𝑠
𝑑

𝑑𝑠
𝐹𝐾,𝐿 (𝑠, 𝑠)𝑑𝑠.

Then∫ 𝑏

0
𝑠
𝑑

𝑑𝑠
𝐹𝐾,𝐿 (𝑠, 𝑠)𝑑𝑠 −

∫ 𝑎

0
𝑠
𝑑

𝑑𝑠
𝐹𝐾,𝐿 (𝑠, 𝑠)𝑑𝑠,

= 𝑏

(
𝐹𝐾,𝐿 (𝑏, 𝑏) − 𝐹𝐾,𝐿 (𝑎, 𝑏)

)
− 𝑎

(
𝐹𝐾,𝐿 (𝑎, 𝑎) − 𝐹𝐾,𝐿 (𝑎, 𝑏)

)
−
∫ 𝑏

𝑎

(
𝐹𝐾,𝐿 (𝑠, 𝑠) − 𝐹𝐾,𝐿 (𝑎, 𝑏)

)
𝑑𝑠

= Ψ𝐾,𝐿 (𝑏) − Ψ𝐾,𝐿 (𝑎). (30)

Take 𝑎 = 𝑢𝑛+1
𝐾 and 𝑏 = 𝑢𝑛+1

𝐿 in (30) and multiply by
𝛿𝑡. Summing over 𝑛 = 0, ...., 𝑁 and 𝐿 ∈ N (𝐾), we
obtain 𝐴𝑖𝑛𝑡𝐶𝑣 = 𝐴1

𝐶𝑣 + 𝐴2
𝐶𝑣 , where:

𝐴1
𝐶𝑣=

𝑛+1∑
𝑛=0

∑
𝐾 |𝐿

𝛿𝑡

∫ 𝑢𝑛+1
𝐾

𝑢𝑛+1
𝐿

(
𝐹𝐾,𝐿 (𝑢𝑛+1

𝐾 ,𝑢𝑛+1
𝐿 )−𝐹𝐾,𝐿 (𝑠, 𝑠)

)
𝑑𝑠

𝐴2
𝐶𝑣 =−

𝑛+1∑
𝑛=0

∑
𝐾 |𝐿

𝛿𝑡

(
Ψ𝐾,𝐿 (𝑢𝑛+1

𝐾 ) − Ψ𝐾,𝐿 (𝑢𝑛+1
𝐿 )

)
.

We have
∑
𝜎∈ �̄�𝐾

Ψ𝐾,𝐿 (𝑠) = 0, for all 𝑠 ∈ [0, 𝑢max]; then

it appears that 𝐴2
𝐶𝑣 reduces to the sum of 𝜎 ∈ 𝜀𝑒𝑥𝑡𝐾 ,

and it satisfies |𝐴2
𝐶𝑣 | ≤ 𝐶 similar to the estimate of

𝐴𝑒𝑥𝑡𝐶𝑣 .
Now, consider 𝑎, 𝑏, 𝑐, 𝑑 ∈ IR such that 𝑎 ≤ 𝑐 ≤ 𝑑 ≤ 𝑏.
Take 𝑖𝛼 := 𝑢𝑛+1

𝐿 ≤ 𝑐 ≤ 𝑑 ≤ 𝑢𝑛+1
𝐾 Using the mono-

tonicity of 𝐹𝐾,𝐿 and Lemma 4.2, we deduce∫ 𝑏

𝑎

(
𝐹𝐾,𝐿 (𝑏, 𝑎) − 𝐹𝐾,𝐿 (𝑠, 𝑠)

)
𝑑𝑠

≥
∫ 𝑐

𝑑

(
𝐹𝐾,𝐿 (𝑑, 𝑐) − 𝐹𝐾,𝐿 (𝑑, 𝑠)

)
≥ 1

2𝑀

(
𝐹𝐾,𝐿 (𝑑, 𝑐) − 𝐹𝐾,𝐿 (𝑐, 𝑐)

)2
.

with 𝑀 = 𝑚(𝐾 |𝐿)𝑀 . Take

𝐼 =
∫ 𝑢𝑛+1

𝐾

𝑢𝑛+1
𝐿

(
𝐹𝐾,𝐿 (𝑢𝑛+1

𝐾 , 𝑢𝑛+1
𝐿 ) − 𝐹𝐾,𝐿 (𝑠, 𝑠)

)
𝑑𝑠.

Therefore, we get:

𝐼 ≥ 1
2𝑀

max
𝑖𝛼

(
𝐹𝐾,𝐿 (𝑑, 𝑐)−𝐹𝐾,𝐿 (𝑑, 𝑑)

)2

𝐼 ≥ 1
2𝑀

max
𝑖𝛼

(
𝐹𝐾,𝐿 (𝑑, 𝑐)−𝐹𝐾,𝐿 (𝑐, 𝑐)

)2
.

Then, we have

𝑁∑
𝑛=0
𝛿𝑡

∑
𝐾 |𝐿

1
4𝑀

max
𝑖𝛼

(
𝐹𝐾,𝜎 (𝑑, 𝑐) − 𝐹𝐾,𝜎 (𝑑, 𝑑)

)2

+
𝑁∑
𝑛=0

𝛿𝑡
∑
𝐾 |𝐿

1
4𝑀

max
𝑖𝛼

(
𝐹𝐾,𝜎 (𝑑, 𝑐) − 𝐹𝐾,𝜎 (𝑐, 𝑐)

)2

≤ 𝐴1
𝐶𝑣 .

Recalling the equality 𝐴𝐶𝑣 = 𝐴𝑒𝑥𝑡𝐶𝑣 + 𝐴𝑖𝑛𝑡 ,1𝐶𝑣 + 𝐴𝑖𝑛𝑡 ,2𝐶𝑣 ,
we find

𝑁∑
𝑛=0
𝛿𝑡

∑
𝐾 |𝐿

1
4𝑀

max
𝑖𝛼

(
𝐹𝐾,𝜎 (𝑑, 𝑐) − 𝐹𝐾,𝜎 (𝑑, 𝑑)

)2

+
𝑁∑
𝑛=0

𝛿𝑡
∑
𝐾 |𝐿

1
4𝑀

max
𝑖𝛼

(
𝐹𝐾,𝜎 (𝑑, 𝑐) − 𝐹𝐾,𝜎 (𝑐, 𝑐)

)2

− 2𝐶 ≤ 𝐴𝐶𝑣 . (31)

Set
𝑁∑
𝑛=0
𝛿𝑡
∑
𝐾 |𝐿

1
4𝑀

max
𝑖𝛼

(
𝐹𝐾,𝜎 (𝑑, 𝑐) − 𝐹𝐾,𝜎 (𝑑, 𝑑)

)2

+
𝑁∑
𝑛=0
𝛿𝑡

∑
(𝐾,𝐿) ∈𝜀𝑛+1

𝑖𝑛𝑡

1
4𝑀

max
𝑖𝛼

(
𝐹𝐾,𝜎 (𝑑, 𝑐) − 𝐹𝐾,𝜎 (𝑐, 𝑐)

)2

= �̄�𝐶𝑣 .

Now, as the equality 𝐴𝐸𝑣+ 𝐴𝐶𝑣+ 𝐴𝐷𝑖 𝑓 = 0 holds and
as (27) and (32) are satisfied, we have �̄�𝐶𝑣 ≤ 𝐶.
Moreover, using the Cauchy-Schwarz inequality, we
deduce

𝑁∑
𝑛=0

𝛿𝑡
∑
𝐾 |𝐿

max
𝑖𝛼

(
𝐹𝐾,𝜎 (𝑑, 𝑐) − 𝐹𝐾,𝜎 (𝑑, 𝑑)

)
+

𝑁∑
𝑛=0

𝛿𝑡
∑
𝐾 |𝐿

max
𝑖𝛼

(
𝐹𝐾,𝜎 (𝑑, 𝑐) − 𝐹𝐾,𝜎 (𝑐, 𝑐)

)
≤ 1

4𝑀

√√√ 𝑁∑
𝑛=0

𝛿𝑡
∑
𝐾 |𝐿

𝑚(𝐾 |𝐿)
√
�̄�𝐶𝑣 . (32)
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At the end, take into account the regularity on the
mesh (4) to deduce that:

𝑁∑
𝑛=0

𝛿𝑡
∑
𝐾 |𝐿

𝑚(𝐾 |𝐿) ≤ 𝑇 1
𝛼
ℎℓ−1

∑
𝐾 |𝐿

1

≤ 𝑇 1
𝛼
ℎℓ−1𝑚(Ω) 1

𝛼
ℎ−ℓ ≤ 𝐶

ℎ
.

Lemma 4.4 (𝐿2(0, 𝑇, 𝐻1(Ω)) Estimate) Suppose
that (4),(6)-(9) hold. Let 𝑢O, 𝛿𝑡 be the approximate
solution of problem (𝑃) defined by (11), (12). Let
𝑇 > 0, and set 𝑁 = max{𝑛 ∈ IN, 𝑛 < 𝑇

𝛿𝑡 }. Then there
exists 𝐶 = 𝐶 ( | | 𝑓 | |𝐿∞ , 𝑢max, 𝑇) ≥ 0 such that

1
2

𝑁∑
𝑛=0
𝛿𝑡
∑
𝐾∈O

∑
𝐿∈N(𝐾 )

𝜏𝐾 |𝐿

����𝜙(𝑢𝑛+1
𝐾 )−𝜙(𝑢𝑛+1

𝐿 )
����2≤𝐶. (33)

Proof. Multiplying (12) by 𝛿𝑡𝜙(𝑢𝑛+1
𝐾 ) and summing

over 𝐾 ∈ O and 𝑛 = 0, ..., 𝑁 :
𝑁∑
𝑛=0

∑
𝐾∈O

𝑚(𝐾)(𝑢𝑛+1
𝐾 − 𝑢𝑛𝐾 )𝜙(𝑢𝑛+1

𝐾 )

−
𝑁∑
𝑛=0
𝛿𝑡
∑
𝐾∈O

∑
𝐾 |𝐿

𝜏𝐾 |𝐿

(
𝜙(𝑢𝑛+1

𝐿 ) − 𝜙(𝑢𝑛+1
𝐾 )

)
𝜙(𝑢𝑛+1

𝐾 )

+
𝑁∑
𝑛=0
𝛿𝑡
∑
𝐾∈O

∑
𝜎∈𝜀𝐾

𝐹𝐾,𝜎 (𝑢𝑛+1
𝐾 , 𝑢𝑛+1

𝐾,𝜎)𝜙(𝑢𝑛+1
𝐾 ) = 0.

i.e 𝐵𝐸𝑣 + 𝐵𝐶𝑣 + 𝐵𝐷𝑖 𝑓 = 0.
Let 𝜗(𝑟) =

∫ 𝑟
0 𝜙(𝑠)𝑑𝑠. From the convexity inequality,

we have:

𝐵𝐸𝑣 ≥
𝑁∑
𝑛=0

∑
𝐾∈O

𝑚(𝐾)
(
𝜗(𝑢𝑛+1

𝐾 ) − 𝜗(𝑢𝑛𝐾 )
)

=
∑
𝐾∈O

𝑚(𝐾)
(
𝜗(𝑢𝑁+1

𝐾 ) − 𝜗(𝑢0
𝐾 )
)
. (34)

Further, in the term 𝐵𝐷𝑖 𝑓 , for every edge 𝐾 |𝐿 the
terms involving 𝐾 and 𝐿 appear twice. Thanks to the
conservativity of the scheme, we find

𝐵𝐷𝑖 𝑓 =−
𝑁∑
𝑛=0

𝛿𝑡
∑
𝐾∈O

∑
𝐿∈N(𝐾 )

𝜏𝐾 |𝐿

����𝜙(𝑢𝑛+1
𝐾 ) − 𝜙(𝑢𝑛+1

𝐿 )
����2.
(35)

The term 𝐵𝐶𝑣 can be rewritten as
𝑁∑
𝑛=0
𝛿𝑡
∑
𝐾

∑
𝐿

𝐹𝐾,𝐿 (𝑢𝑛+1
𝐾””,𝑢

𝑛+1
𝐿 )

(
𝜙(𝑢𝑛+1

𝐿 ) − 𝜙(𝑢𝑛+1
𝐾 )

)
.

= 𝐵𝐶𝑣 .

Using the weighted Young inequality and (10), we can
major |𝐵𝐶𝑣 | as follows

𝑁∑
𝑛=0
𝛿𝑡
∑
𝐾∈O

∑
𝐿∈N(𝐾 )

𝑑𝐾,𝐿
2𝑚(𝐾 |𝐿)

(
𝐹𝐾,𝜎 (𝑢𝑛+1

𝐾 , 𝑢𝑛+1
𝐿 )

)2

+ 1
2

𝑁∑
𝑛=0
𝛿𝑡

∑
𝐾∈O

∑
𝐿∈N(𝐾 )

𝑚(𝐾 |𝐿)
𝑑𝐾,𝐿

����𝜙(𝑢𝑛+1
𝐾 ) − 𝜙(𝑢𝑛+1

𝐿 )
����2

≤ 𝐶
∑
𝐿 |𝐾

𝑚(𝐾 |𝐿)

+ 1
2

𝑁∑
𝑛=0

𝛿𝑡
∑
𝐾∈O

∑
𝐿∈N(𝐾 )

𝜏𝐾 |𝐿

����𝜙(𝑢𝑛+1
𝐾 ) − 𝜙(𝑢𝑛+1

𝐿 )
����2.

Collecting the previous inequalities we readily deduce
(33). This concludes the proof of the Lemma 4.4.

4.3 Estimates of space and time translates
Recall the following result.

Theorem 4.5 (Riesz-Frechet-Kolmogorov) Let an
open 𝑄 ⊂ IRℓ+1 and let 𝜔 ⊂⊂ 𝑄. Consider K a
bounded set of 𝐿 𝑝, with 1 ≤ 𝑝 < ∞. we suppose
that: ∀𝜖 > 0, there exists 𝛿 > 0, 𝛿 < 𝑑𝑖𝑠𝑡 (𝜔, IRℓ+1\𝑄)
such that | | 𝑓 (𝑥+ℎ)− 𝑓 (𝑥) | |𝐿𝑝 (𝜔) ≤ 𝜖 ∀ℎ ∈ IRℓ+1 with
|ℎ| < 𝛿 and ∀ 𝑓 ∈ K. Then K is relatively compact in
𝐿 𝑝 (𝜔).
Now, we derive estimates of space and time trans-
lates of the function 𝜙(𝑢O, 𝛿𝑡 ) which imply that the
sequence is relatively compact in 𝐿2(𝑄).
Notice that because (𝜙(𝑢O, 𝛿𝑡 )O, 𝛿𝑡 obey a uniform 𝐿∞

bound, the local compactness in 𝑄 is enough to de-
duce the 𝐿2 compactness.

Lemma 4.6 Let, 𝑢O, 𝛿𝑡 be the approximate solution
of problem (𝑃) defined by (11), (12). There exists a
constant 𝐶1 depending on Ω, 𝑇 , |𝜙 |𝐻O that∫ 𝑇

0

∫
Ω𝜂

����𝜙(𝑢O, 𝛿𝑡 (𝑡, 𝑥 + 𝜂)) − 𝜙(𝑢O, 𝛿𝑡 (𝑡, 𝑥))����2𝑑𝑥𝑑𝑡
≤𝐶1 |𝜂 | (36)

for all 𝜂 ∈ IRℓ , where Ω𝜂 =
{
𝑥 ∈ Ω, [𝑥 + 𝜂, 𝑥] ⊂ Ω

}
and there exists 𝐶2 depending on Ω, 𝑇 , 𝜙, 𝑓 such that∫ 𝑇−𝜏

0

∫
Ω

����𝜙(𝑢O, 𝛿𝑡 (𝑡 + 𝜏, 𝑥)) − 𝜙(𝑢O, 𝛿𝑡 (𝑡, 𝑥))����2𝑑𝑥𝑑𝑡
≤ 𝐶2𝜏 (37)

for all 𝜏 ∈ (0, 𝑇).
Proof. • First, we prove (36)
Let 𝜂 ∈ IRℓ with 𝜂 ≠ 0 and set Ω𝜂 =

{
𝑥 ∈ Ω, [𝑥 +
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𝜂, 𝑥] ⊂ Ω
}
. For all 𝐾 ∈ O and 𝜎 ∈ 𝜀𝐾 , define 𝜒𝜎 :

Ω𝜂 ×Ω𝜂 −→ {0, 1} by 𝜒𝜎 (𝑥, 𝑦) = 1 if [𝑥, 𝑦] ∩𝜎 ≠ ∅
else 𝜒𝜎 (𝑥, 𝑦) = 0. We have����𝜙(𝑢O, 𝛿𝑡 (𝑡, 𝑥 + 𝜂))− 𝜙(𝑢O, 𝛿𝑡 (𝑡, 𝑥))����
≤

∑
𝐿∈N(𝐾 )

𝜒𝐾 |𝐿 (𝑥, 𝑥 + 𝜂)𝐷𝐾 |𝐿𝜙; for a.e. 𝑥 ∈ Ω𝜂 (38)

where 𝐷𝐾 |𝐿𝜙 is defined as

𝐷𝐾 |𝐿𝜙 = |𝜙(𝑢𝑛+1
𝐾 ) − 𝜙(𝑢𝑛+1

𝐿 ) |.
We integrate (38) over Ω𝜂 , and get:∫

Ω𝜂

����𝜙(𝑢O, 𝛿𝑡 (𝑡, 𝑥 + 𝜂)) − 𝜙(𝑢O, 𝛿𝑡 (𝑡, 𝑥))����𝑑𝑥
≤
∑

𝐿∈N(𝐾 )

∫
Ω𝜂
𝜒𝐾 |𝐿 (𝑥, 𝑥 + 𝜂) |𝐷𝐾 |𝐿𝜙 |𝑑𝑥. (39)

Remark that, for all 𝜎 = 𝐾 |𝐿 ∈ 𝜀𝐾 ,
∫
Ω𝜂
𝜒𝐾 |𝐿 (𝑥, 𝑥 +

𝜂)𝑑𝑥 is the measure of the set of points of Ω which
are located inside the cylinder whose basis is 𝐾 |𝐿 and
generator vector is −𝜂. Thus∫

Ω𝜂
𝜒𝐾 |𝐿 (𝑥, 𝑥 + 𝜂)𝑑𝑥 ≤ 𝑚(𝐾 |𝐿) |𝜂 |. (40)

The relation (39) gives

𝐽 =
∫
Ω𝜂

����𝜙(𝑢O, 𝛿𝑡 (𝑡, 𝑥 + 𝜂)) − 𝜙(𝑢O, 𝛿𝑡 (𝑡, 𝑥))����𝑑𝑥
≤ |𝜂 |

∑
𝐿∈N(𝐾 )

𝑚(𝐾 |𝐿) |𝐷𝐾 |𝐿𝜙|

≤ |𝜂 |
∑

𝐿∈N(𝐾 )
𝑚(𝐾 |𝐿) |𝐷𝐾 |𝐿𝜙|. (41)

From now, integrate (41) over [0, 𝑇]∫ 𝑇

0
𝐽𝑑𝑡 ≤ |𝜂 |

𝑁∑
𝑛=0

𝛿𝑡
∑

𝐿∈N(𝐾 )
𝑚(𝐾 |𝐿)𝑑𝐾,𝐿

����𝐷𝐾 |𝐿𝜙

𝑑𝐾,𝐿

����. (42)

Take Δ𝜂𝜙𝛿𝑡O = 𝜙(𝑢O, 𝛿𝑡 (𝑡, 𝑥+𝜂)) −𝜙(𝑢O, 𝛿𝑡 (𝑡, 𝑥)) and
remark that:��������Δ𝜙𝛿𝑡O ��������2

𝐿2 (𝑄𝜂 )
≤ ||𝜙 | |𝐿∞

��������Δ𝜙𝛿𝑡O ��������
𝐿1 (𝑄𝜂 )

. (43)

Then (42) and (43) give (36).
• Finally, we prove (37).
Let 𝜏 ∈ (0, 𝑇) and 𝑡 ∈ (0, 𝑡 − 𝜏). Set 𝑛0 = [𝑡/𝛿𝑡] and
𝑛1 = [(𝑡 + 𝜏)/𝛿𝑡], let

𝐼 𝑡 ,𝜏 = {𝑛 ∈ IN, |𝑡 < (𝑛 + 1)𝛿𝑡 ≤ 𝑡 + 𝜏}
𝐽𝑡 ,𝜏 = {𝑛 ∈ IN, | (𝑛 + 1)𝛿𝑡 − 𝜏 ≤ 𝑡 < (𝑛 + 1)𝛿𝑡}.

Take Δ𝜏𝜙𝛿𝑡O = 𝜙(𝑢O, 𝛿𝑡 (𝑡 + 𝜏, 𝑥)) − 𝜙(𝑢O, 𝛿𝑡 (𝑡, 𝑥))
Since 𝜙 is Locally continuous with constant 𝜙𝐿𝑖𝑝 =

sup
0≤𝑎<𝑏≤𝑢max

𝜙(𝑎) − 𝜙(𝑏)
𝑎 − 𝑏 , we have:

∫ 𝑇−𝜏

0

∫
Ω

����Δ𝜏𝜙𝛿𝑡O ����2𝑑𝑥𝑑𝑡 ≤ 𝜙𝐿𝑖𝑝 ∫ 𝑇−𝜏

0
𝑆(𝑡)𝑑𝑡

where, for almost every 𝑡 ∈ (0, 𝑇 − 𝜏)∫
Ω

(
Δ𝜏𝜙𝛿𝑡O

) (
𝑢O, 𝛿𝑡 (𝑡 + 𝜏, 𝑥) − 𝑢O, 𝛿𝑡 (𝑡, 𝑥))

)
=

∑
𝐾∈O

𝑚(𝐾)
(
𝜙(𝑢𝑛1

𝐾 ) − 𝜙(𝑢𝑛0
𝐾 )
) (
𝑢𝑛1
𝐾 − 𝑢𝑛0

𝐾

)
=

∑
𝐾∈O

(
𝜙(𝑢𝑛1

𝐾 ) − 𝜙(𝑢𝑛0
𝐾 )
)∑
𝐼𝑡,𝜏

𝑚(𝐾)
(
𝑢𝑛+1
𝐾 − 𝑢𝑛𝐾

)
= 𝑆(𝑡).

We get 𝑆(𝑡) ≤ 1
2𝑆0(𝑡) + 1

2𝑆1(𝑡) + 𝑆2(𝑡) + 𝑆3(𝑡) + 𝑆4
with:

𝑆0(𝑡) =
∑
𝐼𝑡,𝜏

𝛿𝑡
∑
𝐾 |𝐿

𝑚(𝐾 |𝐿)
𝑑𝐾,𝐿

(
𝜙(𝑢𝑛0

𝐾 ) − 𝜙(𝑢𝑛0
𝐿 )
)2

𝑆1(𝑡) =
∑
𝐼𝑡,𝜏

𝛿𝑡
∑
𝐾 |𝐿

𝑚(𝐾 |𝐿)
𝑑𝐾,𝐿

(
𝜙(𝑢𝑛1

𝐾 ) − 𝜙(𝑢𝑛1
𝐿 )

)2

𝑆2(𝑡) =
∑
𝐼𝑡,𝜏

𝛿𝑡
∑
𝐾 |𝐿

𝑚(𝐾 |𝐿)
𝑑𝐾,𝐿

(
𝜙(𝑢𝑛+1

𝐾 ) − 𝜙(𝑢𝑛+1
𝐿 )

)2

𝑆3(𝑡) =
∑
𝐼𝑡,𝜏

𝛿𝑡
∑
𝐾 |𝐿

(
𝜙(𝑢𝑛1

𝐾 )−𝜙(𝑢𝑛1
𝐿 )
)
𝐹𝐾,𝐿 (𝑢𝑛+1

𝐿 , 𝑢𝑛+1
𝐾 )

𝑆4(𝑡) =
∑
𝐼𝑡,𝜏

𝛿𝑡
∑
𝐾 |𝐿

(
𝜙(𝑢𝑛0

𝐿 )−𝜙(𝑢
𝑛0
𝐾 )
)
𝐹𝐾,𝐿 (𝑢𝑛+1

𝐿 , 𝑢𝑛+1
𝐾 ).

We introduce the function 𝜒𝑡 such that 𝜒𝑡 (1) = 1 and
𝜒𝑡 (0) = 0. We have for all 𝑡 ∈ IR+ and 𝑛 ∈ IN,
𝜒𝑡 (𝐼 𝑡 ,𝜏) = 𝜒𝑡 (𝐽𝑡 ,𝜏). Therefore∫ 𝑇−𝜏

0
𝑆0(𝑡)𝑑𝑡

≤
[𝑇/𝛿𝑡 ]∑
𝑛=0

𝛿𝑡
∑
𝐾 |𝐿

𝑚(𝐾 |𝐿)
𝑑𝐾,𝐿

(
𝜙(𝑢𝑛0

𝐾 ) − 𝜙(𝑢𝑛0
𝐿 )
)2
𝑃𝛿𝑛0

≤
[𝑇/𝛿𝑡 ]∑
𝑛=0

𝛿𝑡
∑
𝐾 |𝐿

𝑚(𝐾 |𝐿)𝑑𝐾,𝐿
����𝜙(𝑢𝑛0

𝐾 ) − 𝜙(𝑢𝑛0
𝐿 )

𝑑𝐾,𝐿

����2𝑃𝛿𝑛0

≤
[𝑇/𝛿𝑡 ]∑
𝑛=0

𝛿𝑡
∑
𝐾 |𝐿

ℓ𝑚(𝐾 |𝐿)
����𝜙(𝑢𝑛0

𝐾 ) − 𝜙(𝑢𝑛0
𝐿 )

𝑑𝐾,𝐿

����2𝑃𝛿𝑛0 .
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where

𝑃𝛿𝑛0 =
∫ (𝑛0+𝑛) 𝛿𝑡+𝜏

𝑛0 𝛿

∑
𝑛∈IN

𝜒𝑡 (𝐼 𝑡 ,𝜏)𝑑𝑡

Notice the following property:∫ (𝑛0+1) 𝛿𝑡

𝑛0 𝛿𝑡

∑
𝑛∈IN

𝜒𝑡 (𝐽𝑡 ,𝜏)𝑑𝑡

=
∑
𝑛∈IN

∫ (𝑛0−𝑛) 𝛿𝑡+𝜏

(𝑛0−𝑛−1) 𝛿𝑡+𝜏
𝜒𝑡 (0 ≤ 𝑡 < 𝜏)𝑑𝑡 = 𝜏.

Using (33), we find:∫ 𝑇−𝜏

0
𝑆0(𝑡)𝑑𝑡 ≤ 𝐶𝜏. (44)

We get in the same way∫ 𝑇−𝜏

0
𝑆1(𝑡)𝑑𝑡 ≤ 𝐶𝜏. (45)

We now turn to the study of the third term:∫ 𝑇−𝜏

0
𝑆2(𝑡)𝑑𝑡

≤
[𝑇/𝛿𝑡 ]∑
𝑛=0

𝛿𝑡
∑
𝐾 |𝐿

𝑚(𝐾 |𝐿)
𝑑𝐾,𝐿

(
𝜙(𝑢𝑛+1

𝐾 ) − 𝜙(𝑢𝑛+1
𝐿 )

)2
𝑄 𝛿0

≤
[𝑇/𝛿𝑡 ]∑
𝑛=0

𝛿𝑡
∑
𝐾 |𝐿

ℓ𝑚(𝐾 |𝐿)
����𝜙(𝑢𝑛+1

𝐾 ) − 𝜙(𝑢𝑛+1
𝐿 )

𝑑𝐾,𝐿

����2𝑄 𝛿𝑛0

Because∫ 𝑇−𝜏

0
𝜒𝑡 (𝐽𝑡 ,𝜏)𝑑𝑡

= min(𝑇 − 𝜏, (𝑛 + 1)𝛿𝑡) − max(0, (𝑛 + 1)𝛿𝑡 − 𝜏)
= 𝑄 𝛿0 ≤ 𝜏,

we get ∫ 𝑇−𝜏

0
𝑆2(𝑡)𝑑𝑡 ≤ 𝐶𝜏. (46)

Recall that due to (10)����𝐹𝐾,𝐿 (𝑎, 𝑏)𝑚(𝐾 |𝐿)

���� ≤ (|| 𝑓 | |𝐿∞ + 𝑀).

We have in the same way∫ 𝑇−𝜏

0
𝑆3(𝑡)𝑑𝑡

≤
[𝑇/𝛿𝑡 ]∑
𝑛=0

𝛿𝑡
∑
𝐾 |𝐿

(
𝜙(𝑢𝑛1

𝐾 ) − 𝜙(𝑢𝑛1
𝐿 )
)
𝐹𝐾,𝐿 (𝑢𝑛+1

𝐿 , 𝑢𝑛+1
𝐾 )𝑄𝜎0

≤
(
(| | 𝑓 | |𝐿∞ + 𝑀)

√
𝑇𝑚(Ω) |𝜙(𝑢) |𝐻O

)
𝜏. (47)

In the same way we prove:∫ 𝑇−𝜏

0
𝑆4(𝑡)𝑑𝑡

≤
(
( | | 𝑓 | |𝐿∞ + 𝑀)

√
𝑇𝑚(Ω) |𝜙(𝑢) |𝐻O

)
𝜏. (48)

From (44), (45), (46), (47) and (48), we get:∫ 𝑇−𝜏

0

∫
Ω
|𝜙(𝑢O, 𝛿𝑡 (𝑡 + 𝜏, 𝑥))−𝜙(𝑢O, 𝛿𝑡 (𝑡, 𝑥)) |2𝑑𝑥𝑑𝑡

≤ 𝐶2𝜏.

4.4 Existence of a discrete solution
The proof of existence of solution for the scheme (11),
(12) is obtained by applying the Leray-Schauder topo-
logical degree theorem. The idea is to modify contin-
uously the scheme to obtain a system which admits a
solution and if the modification preserves in the same
time the estimates (in our case this can get easily by
the 𝐿∞ norm on 𝑢O, 𝛿𝑡 ), then the scheme also has a
solution.

Definition 4.7 Let 𝐸 be a real Banach space. We de-
note by A the set of (𝐼𝑑 − 𝑔, 𝐵, 𝑦) where 𝑔 : �̄� −→ 𝐸
is a compact with 𝐵 ⊂ 𝐸 and 𝑦 ∈ 𝐸 such that
𝑦 ∉ {𝑔(𝑥), 𝑥 ∈ 𝜕𝐵}.

Lemma 4.8 Suppose (1) is satisfied. Then for all 𝐾 ∈
O, there exist 𝑢𝑛+1

𝐾 satisfying (16).

Proof. For the proof, we consider for every 𝛼 ∈ [0, 1]
and ∀𝐾 ∈ O the following problem:

𝑣𝐾 − 𝛼
[
𝑢0
𝐾 − 𝛿𝑡

𝑚(𝐾)
∑
𝜎∈ �̄�𝐾

𝐹𝐾,𝜎 (𝑣𝐾, 𝑣𝐾,𝜎)

+ 𝛿𝑡

𝑚(𝐾)
∑
𝜎∈ �̄�𝐾

𝜏𝐾,𝜎

(
𝜙(𝑣𝐾,𝜎) − 𝜙(𝑣𝐾 )

)]
= 0.

with notation analogous to that of (12).
We consider the continuous function F with respect
to each of its variables defined by:

F (𝛼, 𝑣) = 𝑣𝐾−𝛼
[
𝑢0
𝐾 − 𝛿𝑡

𝑚(𝐾)
∑
𝜎∈ �̄�𝐾

𝐹𝐾,𝜎 (𝑣𝐾, 𝑣𝐾,𝜎)

+ 𝛿𝑡

𝑚(𝐾)
∑
𝜎∈ �̄�𝐾

𝜏𝐾,𝜎

(
𝜙(𝑣𝐾,𝜎) − 𝜙(𝑣𝐾 )

)]
.

The function F (𝛼, .) is a continuous homotopy be-
tween F (0, .) and F (1, .). First, remark that 𝑢𝑛+1

𝐾 =
0 is solution of F (0, 𝑢𝑛+1

𝐾 ) = 0 for all (𝑛, 𝐾) ∈
[0, 𝑁]×O. If 𝐵 is a ball with a sufficiently large radius
in the space of solution of the system, the equation
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F (., .) = 0 has no solution on the boundary 𝜕𝐵. In-
deed replacing 𝑢0, 𝑓 , 𝜙 by 𝛼𝑢0, 𝛼 𝑓 , 𝛼𝜙 we can apply
the argument of Proposition 4.1 to solutions of equa-
tion F (𝛼, 𝑣) = 0. Then it is enough to supply the
finite dimensional set IR𝜃 of discrete functions by the
norm | | · | |𝐿∞ and take 𝐵 of radius larger than 𝑢max.
Therefore

𝑑𝑒𝑔𝑟𝑒𝑒(F (0, .), 𝐵) = 𝑑𝑒𝑔𝑟𝑒𝑒(F (1, .), 𝐵) ≠ 0.

Thus there exists at least a solution to equation
F (1, .) = 0. This solution is a solution to our scheme.

5 Continuous entropy inequality
We prove in this section that the approximate so-
lutions fulfil a continuous entropy inequality in the
sense of Theorem 5.2 below. Before, we recall a result
that will serve us in the proof of this Theorem.

Lemma 5.1 e.g., [12] Let 𝐾 be a non empty open
convex polygonal set in IRℓ . For 𝜎 ∈ 𝜀𝐾 , we denote
by 𝑥𝜎 the center of gravity of 𝜎; we also denote by
𝑛𝐾,𝜎 the unit normal vector to 𝜎 outward to 𝐾 . Then,
for all vector ®𝑉 ∈ IRℓ and for all point 𝑥𝐾 ∈ 𝐾 , we
have:

𝑚(𝐾) ®𝑉 =
∑
𝜎∈ �̄�𝐾

𝑚(𝜎) ®𝑉.𝑛𝐾,𝜎 (𝑥𝜎 − 𝑥𝐾 ). (49)

Proof. We denote by a superscript 𝑖, the 𝑖− th coordi-
nate of vectors and points in IRℓ . By Stokes formula,
we have:

𝑚(𝐾)𝑉 𝑖 =
∫
𝐾

div((𝑥𝑖 − 𝑥𝑖𝐾 ) ®𝑉)𝑑𝑥

=
∫
𝜕𝐾

(𝑥𝑖 − 𝑥𝑖𝐾 ) ®𝑉.𝑛𝐾𝑑𝛾(𝑥)

=
∑
𝜎∈ �̄�𝐾

∫
𝜎
(𝑥𝑖 − 𝑥𝑖𝐾 ) ®𝑉.𝑛𝐾,𝜎𝑑𝛾(𝑥). (50)

Hence, by the definition of the center of gravity, we
have:∫

𝜎
(𝑥𝑖 − 𝑥𝑖𝐾 )𝑑𝛾(𝑥) =

∫
𝜎
𝑥𝑖𝑑𝛾(𝑥) − 𝑚(𝜎)𝑥𝑖𝐾

= 𝑚(𝜎)𝑥𝑖𝜎 − 𝑚(𝜎)𝑥𝑖𝐾 . (51)

Replace (51) in (50); we find (49).

From now, as the approximate solutions satisfy
the discrete entropy inequalities (22), we prove that
they satisfy a continuous form of these inequalities.

Theorem 5.2 Assume that (3), (6)-(9) hold. Let
𝑢O, 𝛿𝑡 be the approximate solution of the problem (𝑃)
defined by (11),(12). Then the following continuous

approximate entropy inequalities hold: for all 𝑘 ∈
[0, 𝑢max], for all 𝜉 ∈ C∞( [0, 𝑇) × IRℓ), 𝜉 ≥ 0,∫ 𝑇

0

∫
Ω
𝜂𝑘 (𝑢O, 𝛿𝑡 )𝜉𝑡𝑑𝑥𝑑𝑡 +

∫
Ω
𝜂𝑘 (𝑢0)𝜉 (0, 𝑥)𝑑𝑥

+
∫ 𝑇

0

∫
Ω

(
Φ𝑘 (𝑢O, 𝛿𝑡 ) − ∇O𝜂𝜙 (𝑘 ) (𝜙(𝑢O, 𝛿𝑡 ))

)
.∇𝜉𝑑𝑥𝑑𝑡

+
∫ 𝑇

0

∫
𝜕Ω

| 𝑓 (𝑘).𝜂(𝑥) | 𝜉 (𝑡, 𝑥)𝑑H ℓ−1(𝑥)𝑑𝑡

≥ −𝜐O,𝑛 (𝜉); (52)

where: ∀𝜉 ∈ C∞([0, 𝑇) × IRℓ), 𝜐O,𝑛 (𝜉) → 0 when
ℎ → 0. Here

𝑁∑
𝑛=0

∑
𝐾 |𝐿

1�𝐾 |𝐿×[𝑡𝑛 ,𝑡𝑛+1 ]∇�𝐾 |𝐿𝜂𝜙 (𝑘 ) (𝜙(𝑢O, 𝛿𝑡 ))

= ∇O𝜂𝜙 (𝑘 ) (𝜙(𝑢O, 𝛿𝑡 )).

Remark 5.3 In the same case, if we replace in (52)
𝜂𝑘 by 𝜂+𝑘 (resp 𝜂−𝑘 ) and | 𝑓 (𝑘).𝜂(𝑥) | by ( 𝑓 (𝑘).𝜂(𝑥))+
(resp ( 𝑓 (𝑘).𝜂(𝑥))−) we obtain sub entropy inequali-
ties (resp super entropy inequalities). Obviously, the
approximate solution 𝑢O, 𝛿𝑡 is an approximate entropy
solution if and only if 𝑢O, 𝛿𝑡 is approximate entropy
sub-solution and entropy super-solution simultane-
ously.

Proof of Theorem 5.2 Let 𝜉 ∈ C∞([0, 𝑇) × IRℓ)+ and
𝑘 ∈ [0, 𝑢max], we fix 𝑇 ≥ 0 and set 𝑁 = 𝑇

𝛿𝑡 + 1. It is
enough to suppose that 𝜉 (𝑡, 𝑥) = 𝜃 (𝑡)𝜁 (𝑥), this mean
that 𝜉𝑛+1

𝐾 = 𝜃𝑛+1𝜁𝐾 . By density in C∞( [0, 𝑇 [×IRℓ)
of linear combinations of such functions, the general
case will follow. Depending on the circumstances,
𝜁𝐾 = −

∫
𝐾
𝜁 or 𝜁𝐾 = 𝜁 (𝑥𝐾 ) with 𝑥𝐾 the center of con-

trol volume 𝐾 . Take 𝜁𝐾 = |−
∫
𝐾
𝜁 (𝑥)𝑑𝑥 − 𝜁𝐾 |

Multiplying inequality (22) by 𝛿𝑡𝜉𝑛+1
𝐾 and summing

over 𝐾 ∈ O and 𝑛 ∈ {0, ..., 𝑁}, yields the inequality

𝑁∑
𝑛=0

∑
𝐾∈O

𝑚(𝐾)
(
𝜂𝑘 (𝑢𝑛+1

𝐾 ) − 𝜂𝑘 (𝑢𝑛𝐾 )
)
𝜉𝑛+1
𝐾

+
𝑁∑
𝑛=0

𝛿𝑡
∑
𝐾∈O

∑
𝜎∈𝜀𝐾

Φ𝐾,𝜎,𝑘 (𝑢𝑛+1
𝐾 , 𝑢𝑛+1

𝐾,𝜎)𝜉𝑛+1
𝐾

−
𝑁∑
𝑛=0

𝛿𝑡
∑
𝐾∈O

∑
𝜎∈𝜀𝑒𝑥𝑡𝐾

𝑠𝑖𝑔𝑛(𝑢𝑛+1
𝐾 − 𝑘)𝐹𝐾,𝜎,𝑘 (𝑘, 𝑘)𝜉𝑛+1

𝐾

−
𝑁∑
𝑛=0
𝛿𝑡
∑
𝐾

∑
𝐾 |𝐿

𝜏𝐾 |𝐿Δ𝜂
𝐾,𝐿
𝜙 (𝑘 )𝜙𝜉

𝑛+1
𝐾 ≤ 0. (53)

with Δ𝜂𝐾,𝐿
𝜙 (𝑘 )𝜙 = 𝜂𝜙 (𝑘 ) (𝜙(𝑢𝑛+1

𝐿 )) − 𝜂𝜙 (𝑘 ) (𝜙(𝑢𝑛+1
𝐾 )).

Hence (53) can be seen as 𝐼𝑑𝐸𝑣 + 𝐼𝑑𝐶𝑣 + 𝐼𝑑𝐷𝑖 𝑓 ≤ 0.
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To prove inequality (52), we have to prove that 𝐼𝑐𝐸𝑣 +
𝐼𝑐𝐶𝑣 + 𝐼𝑐𝐷𝑖 𝑓 ≤ 𝜐O,𝑛 (𝜉) where 𝐼𝑐𝐸𝑣 , 𝐼

𝑐
𝐶𝑣 and 𝐼𝑐𝐷𝑖 𝑓 are

defined by:

𝐼𝑐𝐸𝑣 = −
∫ 𝑇

0

∫
Ω
𝜂𝑘 (𝑢O, 𝛿𝑡 )𝜁 (𝑥)𝜃𝑡 (𝑡)𝑑𝑥𝑑𝑡

−
∫
Ω
𝜂𝑘 (𝑢0)𝜃 (0)𝜁 (𝑥)𝑑𝑥,

𝐼𝑐𝐶𝑣 = −
∫ 𝑇

0
𝜃

∫
Ω
Φ𝑘 (𝑢O, 𝛿𝑡 ).∇𝜁𝑑𝑥𝑑𝑡

−
∫ 𝑇

0
𝜃

∫
𝜕Ω
| 𝑓 (𝑘).𝜂(𝑥) | 𝜁 (𝑥)𝑑H ℓ−1(𝑥)𝑑𝑡,

𝐼𝑐𝐷𝑖 𝑓 =
∫ 𝑇

0
𝜃

∫
Ω
∇O𝜂𝜙 (𝑘 ) (𝜙(𝑢O, 𝛿𝑡 )).∇𝜁𝑑𝑥𝑑𝑡.

Then, we have to compare 𝐼𝑑𝐸𝑣 with 𝐼𝑐𝐸𝑣; 𝐼
𝑑
𝐶𝑣 with 𝐼𝑐𝐶𝑣;

and 𝐼𝑑𝐷𝑖 𝑓 with 𝐼𝑐𝐷𝑖 𝑓 .
Firstly, we have to estimate |𝐼𝑑𝐸𝑣 − 𝐼𝑐𝐸𝑣 |. Using the
definition of 𝑢O, 𝛿𝑡 , the quantity 𝐼𝑑𝐸𝑣 reads:

𝐼𝑑𝐸𝑣 = −
𝑁−1∑
𝑛=0

∑
𝐾∈O

𝑚(𝐾)𝜂𝑘 (𝑢𝑛+1
𝐾 )

(
𝜉𝑛+1
𝐾 − 𝜉𝑛𝐾

)
−

∑
𝐾∈O

𝑚(𝐾)
(
𝜂𝑘 (𝑢0

𝐾 )𝜉1
𝐾 − 𝜂𝑘 (𝑢𝑁+1

𝐾 )𝜉𝑁+1
𝐾

)
= −

𝑁−1∑
𝑛=0

𝛿𝑡
∑
𝐾∈O

𝑚(𝐾)𝜂𝑘 (𝑢𝑛+1
𝐾 )

𝜉𝑛+1
𝐾 − 𝜉𝑛𝐾
𝛿𝑡

−
∑
𝐾∈O

𝑚(𝐾)𝜂𝑘 (𝑢0
𝐾 )𝜉1

𝐾

= −
𝑁−1∑
𝑛=0

𝛿𝑡
∑
𝐾∈O

𝑚(𝐾)𝜂𝑘 (𝑢𝑛+1
𝐾 ) 𝜃

𝑛+1 − 𝜃𝑛
𝛿𝑡

𝜁𝐾

−
∑
𝐾∈O

𝑚(𝐾)𝜂𝑘 (𝑢0
𝐾 )𝜃1𝜁𝐾

= −
𝑁−1∑
𝑛=0

𝛿𝑡
∑
𝐾∈O

𝑚(𝐾)𝜂𝑘 (𝑢𝑛+1
𝐾 ) (𝜃𝑛)𝑡−

∫
𝐾
𝜁 (𝑥)𝑑𝑥

−
∑
𝐾∈O

𝑚(𝐾)𝜂𝑘 (𝑢0
𝐾 )𝜃1−

∫
𝐾
𝜁 (𝑥)𝑑𝑥, (54)

with (𝜃𝑛)𝑡 =
∫ 𝑡𝑛+1

𝑡𝑛

𝜃𝑡𝑑𝑡. We deduce that

|𝐼𝑑𝐸𝑣 − 𝐼𝑐𝐸𝑣 | ≤ 𝜐1
O,𝑘 (𝜉) + 𝜐

2
O,𝑘 (𝜉), (55)

where:
𝑁−1∑
𝑛=1

𝛿𝑡
∑
𝐾∈O

𝑚(𝐾)𝜂𝑘 (𝑢O, 𝛿𝑡 )1𝐾×[𝑡𝑛 ,𝑡𝑛+1 ] (𝜃𝑛)𝑡 |𝜁𝐾 |

= 𝜐1
O,𝑘 (𝜉) (56)

𝜐2
O,𝑘 (𝜉) =

∑
𝐾∈O

𝑚(𝐾)𝜂𝑘 (𝑢0
𝐾 )𝜃1

����𝜁𝐾 ����. (57)

As 𝜉 ∈ C∞, then we have:

|𝜁𝐾 | =
����−∫
𝐾
𝜁 (𝑥)𝑑𝑥 − 𝜁𝐾

���� ≤ ||𝜁 | |C1ℎ.

Then, the quantities 𝜐1
O,𝑘 (𝜉), 𝜐

2
O,𝑘 (𝜉), tend to zero

when ℎ → 0.
Secondly, we study the difference between 𝐼𝑑𝐶𝑣 and
𝐼𝑐𝐶𝑣 . We take care separately of what happens inside
and what happens on the boundary of Ω. Therefore
we write 𝐼𝑐𝐶𝑣 has the sum of 𝐼𝑐,𝑖𝑛𝑡𝐶𝑣 and 𝐼𝑐,𝑒𝑥𝑡𝐶𝑣 .

𝐼𝑐,𝑖𝑛𝑡𝐶𝑣 = −
∫ 𝑇

0
𝜃

∫
Ω
Φ𝑘 (𝑢O, 𝛿𝑡 ).∇𝜁𝑑𝑥𝑑𝑡

𝐼𝑐,𝑒𝑥𝑡𝐶𝑣 = −
∫ 𝑇

0
𝜃

∫
𝜕Ω

| 𝑓 (𝑘).𝜂(𝑥) | 𝜁 (𝑥)𝑑H ℓ−1(𝑥)𝑑𝑡.

Further, introduce auxiliary values (𝜁𝐾 |𝐿)𝐿∈N(𝐾 ) by
𝜁𝐾 |𝐿 = 𝜁 (𝑥𝐾 |𝐿), where 𝑥𝐾 |𝐿 is the barycenter of 𝐾 |𝐿.
Denote by Δ𝐾𝜉𝑛+1 = 𝜉𝑛+1

𝐾 − 𝜉𝑛+1
𝐾 |𝐿 . The term 𝐼𝑑𝐶𝑣 ,

which can be rewritten as the sum between 𝐼𝑑,𝑖𝑛𝑡𝐶𝑣 and
𝐼𝑑,𝑒𝑥𝑡𝐶𝑣 :

𝑁∑
𝑛=0
𝛿𝑡
∑
𝜎∈𝐾 |𝐿

Φ𝐾,𝐾 |𝐿,𝑘 (𝑢𝑛+1
𝐾 , 𝑢𝑛+1

𝐿 ) [Δ𝐾𝜉𝑛+1 − Δ𝐿𝜉𝑛+1]

=
𝑁∑
𝑛=0

𝛿𝑡
∑
𝐾∈O

∑
𝐿∈N(𝐾 )

Φ𝐾,𝐾 |𝐿,𝑘 (𝑢𝑛+1
𝐾 , 𝑢𝑛+1

𝐿 )Δ𝐾𝜉𝑛+1

=
𝑁∑
𝑛=0
𝜃𝑛+1𝛿𝑡

∑
𝐾∈O

∑
𝐿∈N(𝐾 )

Φ𝐾,𝐾 |𝐿,𝑘 (𝑢𝑛+1
𝐾 , 𝑢𝑛+1

𝐿 )Δ𝐾 𝜁

= 𝐼𝑑,𝑖𝑛𝑡𝐶𝑣

−
𝑁∑
𝑛=0
𝛿𝑡

∑
𝐾∈O

∑
𝜎∈𝜀𝑒𝑥𝑡𝐾

𝑠𝑖𝑔𝑛(𝑢𝑛+1
𝐾 − 𝑘)𝐹𝐾,𝜎 (𝑘, 𝑘)𝜉𝑛+1

𝐾

= −
𝑁∑
𝑛=0
𝜃𝑛+1𝛿𝑡

∑
𝐾∈O

∑
𝜎∈𝜀𝑒𝑥𝑡𝐾

𝑠𝑖𝑔𝑛(𝑢𝑛+1
𝐾 −𝑘)𝐹𝐾,𝜎 (𝑘, 𝑘)𝜁𝐾

= 𝐼𝑑,𝑒𝑥𝑡𝐶𝑣 .
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Now, we compare 𝐼𝑐,𝑖𝑛𝑡𝐶𝑣 and 𝐼𝑑,𝑖𝑛𝑡𝐶𝑣 . As the numerical
fluxes, the numerical entropy fluxes are consistent:∫

𝜎
Φ𝑘 (𝑢𝑛+1

𝐾 ).𝑛𝐾,𝜎𝑑𝛾(𝑥)𝑑𝑡

= 𝑚(𝐾 |𝐿)Φ𝑘 (𝑢𝑛+1
𝐾 ).𝑛𝐾 |𝐿

= Φ𝐾,𝜎,𝑘 (𝑢𝑛+1
𝐾 , 𝑢𝑛+1

𝐾 ). (58)

Simultaneously, for each 𝐾 ∈ O, we approach 𝜁 by
the affine function 𝜁𝐾 in a neighbourhood of 𝐾 , with
𝜁𝐾 = 𝜁 (𝑥𝐾 ), we set 𝜁𝐾 |𝐿 = 𝜁 (𝑥𝐾 |𝐿). Then

𝜁 (𝑥)1𝐾 = 𝜁𝐾 + 𝑜( |𝑥 − 𝑥𝐾 |2);
𝜁𝐾 |𝐿 − 𝜁𝐾 |𝐿 = 𝑜(ℎ2);
∇𝜁𝐾 = cst on 𝐾
| |∇𝜁 − ∇𝜁 | |𝐿∞ (𝐾 ) = 𝑜(ℎ) and
∇𝜁𝐾 .(𝑥𝐾 − 𝑥𝐾 |𝐿) = 𝜁𝐾 − 𝜁𝐾 |𝐿 . (59)

We denote the resulting expression by 𝐼𝑑,𝑖𝑛𝑡𝐶𝑣 , we have

−
𝑁∑
𝑛=0

𝛿𝑡
∑
𝐾

∑
𝐿

Φ𝐾,𝐾 |𝐿,𝑘 (𝑢𝑛+1
𝐾 , 𝑢𝑛+1

𝐾 ) (−Δ𝐾𝜉𝑛+1)

= 𝐼𝑑,𝑖𝑛𝑡𝐶𝑣

From now, using (58) and Lemma 5.1, which states
that∑
𝐾 |𝐿

𝑚(𝐾 |𝐿)∇𝜁𝐾 .𝑛𝐾 |𝐿 (𝑥𝐾 |𝐿 − 𝑥𝐾 ) = 𝑚(𝐾)∇𝜁𝐾 ,

we find:

𝐼𝑑,𝑖𝑛𝑡𝐶𝑣 = −
𝑁∑
𝑛=0

𝛿𝑡𝜃𝑛+1
∑
𝐾∈O

Φ𝑘 (𝑢𝑛+1
𝐾 )𝑚(𝐾)∇𝜁𝐾 .

It is easy to see that

𝐼𝑑,𝑖𝑛𝑡𝐶𝑣 = −
∫ 𝑇

0
𝜃

∫
Ω
Φ𝑘 (𝑢O, 𝛿𝑡 ).∇𝜁𝐾𝑑𝑥𝑑𝑡 =: 𝐼𝑑,𝑖𝑛𝑡𝐶𝑣

|𝐼𝑑,𝑖𝑛𝑡𝐶𝑣 −𝐼𝑐,𝑖𝑛𝑡𝐶𝑣 | ≤|𝐼𝑑,𝑖𝑛𝑡𝐶𝑣 −𝐼𝑑,𝑖𝑛𝑡𝐶𝑣 |+ |𝐼𝑑,𝑖𝑛𝑡𝐶𝑣 −𝐼𝑐,𝑖𝑛𝑡𝐶𝑣 |
=𝜐3

O,𝑘 (𝜉) + 𝜐
4
O,𝑘 (𝜉)

with:

𝜐3
O,𝑘 (𝜉) =

𝑁∑
𝑛=0
𝛿𝑡𝜃𝑛+1

∑
𝐾 |𝐿

����Δ𝑘𝐾,𝐿Φ𝐾,𝐿,𝑘Δ𝐾 𝜁 ����; (60)

𝜐4
O,𝑘 (𝜉) =

∫ 𝑇

0
𝜃

∫
Ω
Φ𝑘 (𝑢O, 𝛿𝑡 ).|∇𝜁 − ∇𝜁𝐾 |𝑑𝑥𝑑𝑡.

(61)

where

Φ𝐾,𝐿,𝑘 (𝑢𝑛+1
𝐾 , 𝑢𝑛+1

𝐾 ) −Φ𝐾,𝐿,𝑘 (𝑢𝑛+1
𝐾 , 𝑢𝑛+1

𝐿 )
= Δ𝑘𝐾,𝐿Φ𝐾,𝐿,𝑘 .

Let us show that 𝜐3
O,𝑘 (𝜉) and 𝜐4

O,𝑘 (𝜉) tend to zero as
ℎ → 0. Thanks to (59), 𝜐4

O,𝑘 (𝜉) as ℎ → 0. Now, we
write:

1
𝛿𝑡𝑚(𝐾 |𝐿)

∫ (𝑛+1) 𝛿𝑡

𝑛𝛿𝑡

∫
𝐾 |𝐿

(𝜉 (𝑡, 𝑥) − 𝜉 (𝑠, 𝑦))𝑑𝛾(𝑦)𝑑𝑠

= 𝜉 (𝑡, 𝑥) − 𝜉𝑛+1
𝐾 |𝐿 . (62)

For all (𝑥, 𝑦) ∈ 𝐾 |𝐿 × 𝐾 |𝐿,

|𝜁 (𝑥) − 𝜁 (𝑦) | ≤ ℎ| |∇𝜁 | |𝐿∞ . (63)

We exploit the BV-weak estimates on space deriva-
tives to prove that 𝜐3

O,𝑘 (𝜉) tend to zero when ℎ goes
to zero. Indeed, we have

|Δ𝑘𝐾,𝐿Φ𝐾,𝐿,𝑘 | ≤ max
𝑖𝛼

(𝐹𝐾,𝜎 (𝑑, 𝑐) − (𝐹𝐾,𝜎 (𝑑, 𝑑))

and thanks to (63), we get an estimate on the differ-
ence between the average value of 𝜁 and a control vol-
ume and on one of its edges: there exists 𝐶𝜁 depend-
ing only upon 𝜁 , such that

∀𝐾 |𝐿, |𝜁𝐾 − 𝜁𝑛+1
𝐾 |𝐿 | ≤ 𝐶𝜁 ℎ.

Therefore, the following estimate on 𝜐3
O,𝑘 (𝜉) holds:

𝐶𝜁 (ℎ)
𝑁∑
𝑛=0

𝛿𝑡
∑
𝐾 |𝐿

[
max
𝑖𝛼

(𝐹𝐾,𝜎 (𝑑, 𝑐) − 𝐹𝐾,𝜎 (𝑑, 𝑑))
]

+ 𝐶𝜁 (ℎ)
𝑁∑
𝑛=0

𝛿𝑡
∑
𝐾 |𝐿

[
max 𝑖𝛼 (𝐹𝐾,𝜎 (𝑑, 𝑐) − 𝐹𝐾,𝜎 (𝑐, 𝑐))

]
= 𝜐3

O,𝑘 (𝜁) ≤ 𝐶𝜁
ℎ
√
ℎ

where the constant 𝐶𝜉 is given by (25). Now, it re-
mains to notice that
𝑁∑
𝑛=0

𝜃𝑛+1𝛿𝑡
∑
𝐾∈O

∑
𝜎∈𝜀𝑒𝑥𝑡𝐾

𝑠𝑖𝑔𝑛(𝑢𝑛+1
𝐾 −𝑘)𝐹𝐾,𝜎 (𝑘, 𝑘)𝜁𝐾

= −𝐼𝑑,𝑒𝑥𝑡𝐶𝑣

≤
𝑁∑
𝑛=0

𝜃𝑛+1𝛿𝑡
∑
𝐾∈O

∑
𝜎∈𝜀𝑒𝑥𝑡𝐾

|𝐹𝐾,𝜎 (𝑘, 𝑘) |𝜁𝐾 = −𝐼𝑐,𝑒𝑥𝑡𝐶𝑣 .

Then, we have:

𝐼𝑐,𝑒𝑥𝑡𝐶𝑣 − 𝐼𝑑,𝑒𝑥𝑡𝐶𝑜𝑛𝑣 ≤ 0.
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The last step is to compare 𝐼𝑐,𝑒𝑥𝑡𝐷𝑖 𝑓 to 𝐼𝑑,𝑒𝑥𝑡𝐷𝑖 𝑓 . We rewrite
the term 𝐼𝑑𝐷𝑖 𝑓 as

−
𝑁∑
𝑛=0

𝛿𝑡
∑
𝜎∈𝐾 |𝐿

𝜏𝐾 |𝐿Δ𝜂
𝐾,𝐿
𝜙 (𝑘 )𝜙

(
𝜉𝑛+1
𝐾 − 𝜉𝑛+1

𝐿

)
= −

𝑁∑
𝑛=0

𝛿𝑡𝜃𝑛+1
∑
𝜎∈𝐾 |𝐿

𝑚(𝐾 |𝐿)
𝑑𝐾,𝐿

Δ𝜂𝐾,𝐿
𝜙 (𝑘 )𝜙

(
𝜁𝐾 − 𝜁𝐿

)
=−

𝑁∑
𝑛=0

𝛿𝑡𝜃𝑛+1
∑
𝜎∈𝐾 |𝐿

𝑚(𝐾 |𝐿)∇�𝐾 |𝐿𝜂𝜙 (𝑘 ) (𝜙(𝑢
𝑛+1
O ))∇̃�𝐾 |𝐿𝜁

= 𝐼𝑑𝐷𝑖 𝑓

where: ∇̃�𝐾 |𝐿𝜁 = −
∫ 𝑥𝐿
𝑥𝐾

∇𝜁 . Notice that

| |∇𝜁 − ∇̃�𝐾 |𝐿𝜁 | |𝐿∞ (�𝐾 |𝐿) = 𝑜(ℎ).

Therefore we have
|𝐼𝑑𝐷𝑖 𝑓 − 𝐼

𝑐
𝐷𝑖 𝑓 | ≤ 𝜐

5
O,𝑘 (𝜉), (64)

with:∫ 𝑇

0
𝜃

∫
Ω
|∇O𝜂𝜙 (𝑘 ) (𝜙(𝑢O, 𝛿𝑡 )) |.|∇𝜁 − ∇̃�𝐾 |𝐿𝜁 |𝑑𝑥𝑑𝑡

= 𝜐5
O,𝑘 (𝜉). (65)

To conclude, we prove that 𝜐5
O,𝑘 (𝜉) → 0 as ℎ → 0.

Using Cauchy-Schwartz inequality, we find

𝜐5
O,𝑘 (𝜉) ≤ ||𝜃 | |𝐿∞ | |∇O𝜂𝜙 (𝑘 ) (𝜙(𝑢O, 𝛿𝑡 )) | |𝐿2𝑜(ℎ).

Then, using the fact that 𝜂 is 1−Lipschitz, and the es-
timate (33) we prove that 𝜐5

O,𝑘 (𝜉) → 0 as ℎ → 0.

6 Convergence of the scheme
The main result of this paper is the following theorem.
Theorem 6.1 (Convergence of the approximate solu-
tion towards the entropy solution). Assume that one
of the following hypotheses is satisfied

ℓ = 1 and Ω = (𝑎, 𝑏) an interval of IR; (66)

ℓ ≥ 1 𝑢𝑐 = 0, and 𝑓 ◦ 𝜙−1 ∈ C0,𝛼, 𝛼 > 0; (67)

ℓ ≥ 1 𝑢𝑐 = 𝑢max. (68)
Let, (𝑢O, 𝛿𝑡 )O, 𝛿𝑡 be a family of approximate solutions
of problem (𝑃) defined by (11), (12). Then, under hy-
potheses (4)-(9), we have max(𝛿𝑡, ℎ) −→ 0:

∀𝑝 ∈ [1,+∞) 𝑢O, 𝛿𝑡 −→ 𝑢 in 𝐿 𝑝 (𝑄) (69)

∇O𝜙(𝑢O,𝑛) ⇀ ∇𝜙(𝑢) in 𝐿2(𝑄)
where 𝑢 is the unique entropy solution of (𝑃), i.e 𝑢
satisfies (2).

Remark 6.2 It is possible to replace in the Theorem
6.1 all the three hypotheses (66), (67), (68) by the fol-
lowing one, which is much more general:

(𝐻)


ℓ ≥ 1 and 𝑢0 is such that there exist an
entropy solution of (𝑃) such that
( 𝑓 (𝑢) − ∇𝜙(𝑢)).𝜂(𝑥)
possess a strong trace in 𝐿1 sense.

Such kind of functions 𝑢 which verify (𝐻), will be
called trace regular entropy solutions in reference
[13], [14]. The idea to prove uniqueness of en-
tropy solution is to compare any entropy solution of
(𝑃) with trace regular entropy solution and break
the symmetry in the application of doubling of vari-
ables method by taking test function that is zero on
the boundary𝑄× ((0, 𝑇) ×𝜕Ω) of𝑄×𝑄 but non zero
on the boundary ((0, 𝑇) × 𝜕Ω) ×𝑄 e.g. the method of
[1], [6]. If (𝐻) is satisfied for all 𝑢0 that belong to a
certain subset 𝑋 such that 𝑋 | | . | |

𝐿1 = 𝐿1(Ω; [0, 𝑢max]),
then uniqueness is true for all 𝑢0.
Presently to our knowledge the only results which es-
tablish that (𝐻) holds for a dense subset 𝑋 is proved
for the case (68), [4], [15].
In this pure hyperbolic case existence of the strong
trace of the flux is established in [4], [15]. Then
uniqueness of entropy solution follows by standard
doubling of variables method and it is enough to take
a symmetric test function.
In the case where hypotheses (67) or (66) are satis-
fied, it is more easy to prove existence of trace regu-
lar entropy solution for the stationary problem with
𝐿∞ source term. In this case, we even have sense
that the total flux is continuous up to the boundary,
i.e ( 𝑓 (𝑢) − ∇𝜙(𝑢)).𝜂 ∈ C(Ω) for example [16], [17].
Then we can adopt the same strategy as in the case
where (𝐻) holds, but in the doubling of variables
method we compare entropy solution of (𝑃) with trace
regular entropy solution of (𝑆). Then using nonlinear
semigroup approach, we proved that entropy solution
of (𝑃) is the unique mild solution, the reader can ref-
ere to [1], [6], [18]. The same strategy is adopted
here to prove that entropy-process solution ( Defini-
tion 6.3) is the unique entropy solution ( see Appendix
1 and 2).

Proof of Theorem 6.1 The proof of Theorem 6.1 is in
two steps. First in Proposition 6.8 , we prove that the
approximate solutions converge towards an entropy-
process solution. Then in Appendix 2 (Theorem 8.4,
and Proposition 8.5, 8.6, 8.7) we prove that entropy-
process solution is in fact the unique entropy solution
using the intermediate notion of integral-process so-
lution developed for this purpose in the Appendix 1.
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6.1 Entropy process solution
Definition 6.3 Let 𝜇 ∈ 𝐿∞(𝑄 × (0, 1)). The func-
tion 𝜇 = 𝜇(𝑡, 𝑥, 𝛼) taking values in [0, 𝑢max] is called
an entropy-process solution to problem (𝑃) if ∀𝑘 ∈
[0, 𝑢max], ∀𝜉 ∈ C∞([0, 𝑇) × IRℓ), with 𝜉 ≥ 0, the
following inequality holds :∫ 𝑇

0

∫
Ω

∫ 1

0
|𝜇(𝛼)𝑢 − 𝑘 |𝜉𝑡𝑑𝑥𝑑𝑡𝑑𝛼+

∫
Ω
|𝑢0 − 𝑘 |𝜉 (0, 𝑥)𝑑𝑥

+
∫ 𝑇

0

∫
Ω

∫ 1

0
𝑠𝑖𝑔𝑛(𝜇(𝛼)−𝑘)

[
𝑓 (𝜇)− 𝑓 (𝑘)

]
.∇𝜉𝑑𝑥𝑑𝑡𝑑𝛼

−
∫ 𝑇

0

∫
Ω
∇|𝜙(𝑢) − 𝜙(𝑘) |.∇𝜉𝑑𝑥𝑑𝑡

+
∫ 𝑇

0

∫
𝜕Ω

| 𝑓 (𝑘).𝜂(𝑥) |𝜉 (𝑡, 𝑥)𝑑H ℓ−1(𝑥)𝑑𝑡 ≥ 0, (70)

where 𝑢(𝑡, 𝑥) =
∫ 1

0
𝜇(𝑡, 𝑥, 𝛼)𝑑𝛼.

Remark 6.4 If 𝜇 ∈ 𝐿∞(𝑄×(0, 1)) is entropy process
solution then, it satisfies for all 𝜉 ∈ 𝐿2(0, 𝑇 ;𝐻1(Ω))
such that 𝜉𝑡 ∈ 𝐿1(𝑄) and 𝜉 (𝑇, .) = 0∫ 1

0

∫ 𝑇

0

∫
Ω

{
𝜇𝜉𝑡 +

(
𝑓 (𝜇) − ∇𝜙(𝑢)

)
.∇𝜉

}
𝑑𝑥𝑑𝑡𝑑𝛼

+
∫
Ω
𝑢0𝜉 (0, 𝑥)𝑑𝑥 = 0. (71)

We recall the nonlinear weak star convergence for
(𝑢O, 𝛿𝑡 )O, 𝛿𝑡 which is equivalent to the notion of con-
vergence towards a Young measure as developed in
[10].

Theorem 6.5 ([19]) (Nonlinear weak star Conver-
gence) Let (𝑢𝑛)𝑛∈IN be a bounded sequence in 𝐿∞(𝑄).
Then, there exists 𝜇 ∈ 𝐿∞(𝑄 × (0, 1)), such that up
to a subsequence, 𝑢𝑛 tends to 𝜇 in the nonlinear weak
star sense as 𝑛 −→ ∞, i.e: ∀ℎ ∈ C(IR, IR)

ℎ(𝑢𝑛)⇀
∫ 1

0
ℎ(𝜇(., 𝛼))𝑑𝛼 weakly − ∗ in 𝐿∞(𝑄)

(72)

Moreover, if 𝜇 is independent on 𝛼 (i.e 𝜇(𝑡, 𝑥, 𝛼) =
𝑢(𝑡, 𝑥) for a.e. (𝑡, 𝑥), and for all 𝛼), then 𝑢𝑛 converge
strongly in 𝐿1(𝑄) towards some 𝑢(𝑡, 𝑥). In particular,
observe that the following holds:

Lemma 6.6 Suppose that the sequence 𝑢𝑛 (.) ⇀
𝜇(., 𝛼) in the nonlinear weak star sense, assume that
𝑔 is a continuous non decreasing function such that
𝑔(𝑢𝑛 (.)) −→ 𝜃 strongly in 𝐿1(𝑄). Then, 𝜃 =

𝑔(𝜇(., 𝛼)) = 𝑔(𝑢) where 𝑢(𝑡, 𝑥) =
∫ 1

0
𝜇(𝑡, 𝑥, 𝛼)𝑑𝛼.

Proof. Let 𝑣𝑛 = 𝑔(𝑢𝑛), since g is continuous,
then the sequence 𝑣𝑛 is bounded in 𝐿∞(𝑄), so that
𝑣𝑛 (𝑡, 𝑥)

𝑛𝑙−∗
⇀ 𝜈(𝑡, 𝑥, 𝛼) (where 𝑛𝑙−∗

⇀ mean the conver-
gence for weak star topology in 𝐿∞(𝑄)) and 𝑣𝑛 → 𝜃
in 𝐿1(𝑄) and 𝜈(𝑡, 𝑥, 𝛼) := 𝑔(𝜇(𝑡, 𝑥, 𝛼)) is an associ-
ated Young measure, since for all ℎ ∈ C(IR, IR)

ℎ(𝑣𝑛 (𝑡, 𝑥)) = (ℎ ◦ 𝑔)(𝑢𝑛) ⇀
∫ 1

0
ℎ ◦ 𝑔(𝜇(., 𝛼))𝑑𝛼

=
∫ 1

0
ℎ(𝜈(𝑡, 𝑥, 𝛼))𝑑𝛼.

Since 𝑣𝑛 tend to 𝜃 strongly, we deduce that 𝜈(𝑡, 𝑥, 𝛼) =
𝜃 (𝑡, 𝑥) and 𝜈 does not depend on 𝛼. Moreover, if 𝑔 is
continuous and nondecreasing the level sets 𝑔−1({𝑐})
are closed intervals of IR. Then for all (𝑡, 𝑥) ∈ 𝑄,

𝜇(., 𝛼) ∈ 𝑔−1({𝜃 (.)}) ⇒ 𝑢(.) =
∫
𝜇(., 𝛼)𝑑𝛼∫

𝜇(., 𝛼)𝑑𝛼 ∈ 𝑔−1({𝜃 (.)}) ⇒ 𝑔(𝑢(.)) = 𝜃 (.).

From now we give a ”discrete 𝐿2(0, 𝑇 ;𝐻1(Ω))” com-
pactness result e.g., [19], [20], [21], [22], [23].

6.2 Convergence towards an
entropy-process solution

Lemma 6.7 Consider a family of corresponding dis-
crete functions 𝑤O, 𝛿𝑡 satisfying the uniform bounds.

𝑁∑
𝑛=0

𝛿𝑡
∑
𝐾∈O

𝑚(𝐾) (𝑤𝑁+1
𝐾 )2 ≤ 𝐶;

𝑁∑
𝑛=0

𝛿𝑡
∑
𝐾 |𝐿

𝜏𝐾 |𝐿 (∇�𝐾 |𝐿𝑤O)2 ≤ 𝐶,

where the discrete gradient ∇�𝐾 |𝐿 are defined by (5).
Then there exists 𝑤 ∈ 𝐿2(0, 𝑇 ;𝐻1(Ω)) such that, up
to extraction of a subsequence, 𝑤O, 𝛿𝑡 → 𝑤 in 𝐿2(𝑄)
weakly and ∇O𝑤 ⇀ ∇𝑤 in (𝐿2(𝑄))ℓ weakly.

We wish to prove the convergence of the approximate
solution (𝑢O, 𝛿𝑡 ) to an entropy solution 𝑢 of (𝑃), i.e.
we want to prove that there exists a limit 𝑢 and that
it satisfies (2). For this purpose, we prove first that
(𝑢O, 𝛿𝑡 ) tends in the nonlinear weak star sense to an
entropy-process solution.

Proposition 6.8 (Convergence towards an entropy-
process solution) Under hypotheses (4)-(9), let 𝑢O, 𝛿𝑡
be the approximate solution of problem (𝑃) defined by
(11), (12). There exists an entropy-process solution 𝜇
of (𝑃) in the sense of Definition 6.3 and a subsequence
of (𝑢O, 𝛿𝑡 )O, 𝛿𝑡 , such that:
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1. The sequence (𝑢O, 𝛿𝑡 )O, 𝛿𝑡 converges to 𝜇 in the
nonlinear weak star sense.

2. Moreover (𝜙(𝑢O, 𝛿𝑡 ))O, 𝛿𝑡 converges strongly in
𝐿2(𝑄) to 𝜙(𝑢) as ℎ, 𝛿𝑡 tend to zero and

3. (∇O𝜙(𝑢O, 𝛿𝑡 ))O, 𝛿𝑡 ⇀ ∇𝜙(𝑢) in (𝐿2(𝑄))ℓ
weakly,

where 𝑢(𝑡, 𝑥) =
∫ 1
0 𝜇(𝑡, 𝑥, 𝛼)𝑑𝛼.

From this result, we deduce Theorem 6.1, using ad-
ditional regularity properties coming from (66), (67)
or (68) also Remark 6.2 for variants of the concluding
argument.
Proof of Proposition 6.8 Passage to the limit in the
continuous entropy inequality:
Recall that we have proved that 𝜐O,𝑛 (𝜉) → 0 when
(ℎ, 𝛿𝑡) → 0 for 𝜉 ∈ C∞([0, 𝑇 [×IRℓ). We follow step
by step the passage to the limit for each term of the
left hand side of (5.2).
Because 𝑢O, 𝛿𝑡 is bounded in 𝐿∞(𝑄), by Theorem
6.5, there exist 𝜇 ∈ 𝐿∞(𝑄 × (0, 1)) such that up
to a subsequence, (𝑢O, 𝛿𝑡 ) tends to 𝜇 in the nonlin-
ear weak star sense as max(𝛿𝑡, ℎ) −→ 0. We set
𝑢(𝑡, 𝑥) =

∫ 1
0 𝜇(𝑡, 𝑥, 𝛼)𝑑𝛼. Using the continuity of

Φ𝑘 (.) and 𝜂𝑘 (.) = |. − 𝑘 |, we prove that:∫ 𝑇

0

∫
Ω
𝜂𝑘 (𝑢O, 𝛿𝑡 )𝜉𝑡 →

∫ 1

0

∫ 𝑇

0

∫
Ω
𝜇(𝑡, 𝑥, 𝛼)𝜉𝑡𝑑𝑥𝑑𝑡𝑑𝛼,

∫ 𝑇

0

∫
Ω
Φ𝑘 (𝑢O, 𝛿𝑡 ).∇𝜉𝑑𝑥𝑑𝑡→

∫ 𝑇

0

∫
Ω

∫ 1

0
Φ𝑘 (𝜇)𝑑𝑥𝑑𝑡𝑑𝛼.

Due to (33) and by the Fréchet-Kolmogorov’s the-
orem (due to the time and space translation on
𝜙(𝑢O, 𝛿𝑡 )) we can apply lemma 6.7 for 𝑤O, 𝛿𝑡 =
𝜙(𝑢O, 𝛿𝑡 ). Notice that in view of Lemma 6.6,
it appears that 𝜙(𝜇) = 𝜙(𝑢) where 𝑢(𝑡, 𝑥) =∫ 1
0 𝜇(𝑡, 𝑥, 𝛼)𝑑𝛼. The Lipschtiz continuity of 𝜂𝜙 per-

mits to have∫ 𝑇

0

∫
Ω
∇O𝜂𝜙 (𝜙(𝑢O,𝑛)).∇𝜉 ⇀

∫ 𝑇

0

∫
Ω
∇𝜂𝜙 (𝜙(𝑢)).∇𝜉.

We conclude that 𝑢O, 𝛿𝑡 converge to an entropy-
process solution 𝜇.
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7 Appendix 1
We consider here a Banach space 𝑋 (in application
to the problem (𝑃), we will take 𝑋 = 𝐿1(Ω)) and
the multivalued operator 𝐴 : 𝑋 × 𝑋 −→ 𝑋 defined
by its graph. We study the general evolution problem
𝑢′ + 𝐴𝑢 3 ℎ, 𝑢(0) = 𝑢0. In our application, 𝐴 is for-
mally defined by 𝐴𝑢 = div 𝑓 (𝑢) − Δ𝜙(𝑢) with zero-
flux boundary condition. In the sequel, we suppose
that the operator 𝐴 is m-accretive and 𝑢0 ∈ 𝐷 (𝐴).
We refer to [24], for definition and to [1], [6], and
Appendix 2 for proof of these properties in our con-
crete setting which is our final purpose. In relation
with the classical notion of integral solution to the
abstract evolution problem introduced in [24], [25],
we consider a new notion of solution called integral-
process solution which depend on an additional vari-
able 𝛼 ∈ (0, 1). The purpose here is to prove that the
integral-process solution of (𝐸) coincides with mild
and integral solutions. Therefore the interest of the
notion of integral-process solution resides only in the
fact that it may appear from some weak convergence
arguments, [26], or Appendix 2 for the example we
have in mind. Let us recall the notion of mild solu-
tion. In the sequel, | |.| | = | |.| |𝑋 being the norm in
𝑋 .

Definition 7.1 A mild solution of the abstract prob-
lem 𝑢′ + 𝐴𝑢 3 ℎ on [0, 𝑇] is a function 𝑢 ∈
C([0, 𝑇]; 𝑋) such that for 𝜎 > 0 there is an 𝜎− dis-
cretization 𝐷𝑁𝐴 (𝑡0, ...., 𝑡𝑁 , ℎ1, ..., ℎ𝑁 ) of 𝑢′ + 𝐴𝑢 3 ℎ
on [0, 𝑇] which has an𝜎− approximate solution 𝑣 sat-
isfying

| |𝑢(𝑡) − 𝑣(𝑡) | | ≤ 𝜎 for 𝑡0 ≤ 𝑡 ≤ 𝑡𝑁 . (73)

Recall that a 𝜎− approximate solution 𝑣 of 𝑢′ + 𝐴𝑢 3
ℎ on [0, 𝑇] is the solution of an 𝜎− discretization

𝐷𝑁𝐴 (𝑡0, ...., 𝑡𝑁 , ℎ1, ..., ℎ𝑁 ):
𝑣𝑖 − 𝑣𝑖−1

𝑡𝑖 − 𝑡𝑖−1
+ 𝐴𝑣𝑖 3 ℎ𝑖 , 𝑖 = 1, 2, ..., 𝑁 (74)

where ℎ ≈
𝑁∑
𝑖=1

ℎ𝑖1]𝑡𝑖−1,𝑡𝑖 ] and |𝑡𝑖 − 𝑡𝑖−1 | ≤ 𝜎. Further,

𝑣 is an 𝜎− approximate solution of the abstract initial
value problem (𝐸) if also 𝑡0 = 0 and | |𝑣0 − 𝑢0 | | ≤ 𝜎.

Theorem 7.2 Let 𝐴 be m-accretive in 𝐿1(Ω) and
𝑢(0) ∈ 𝐷 (𝐴). Then the abstract initial-value prob-
lem 𝑢′ + 𝐴𝑢 3 ℎ on (0, 𝑇], 𝑢(0) = 𝑢0 has a unique
mild solution 𝑢 on [0, 𝑇]. Moreover 𝑢 is the unique
function on C([0, 𝑇], 𝑋) such that for all (�̂�, 𝑧) ∈ 𝐴

| |𝑢(𝑡) − �̂� | | − | |𝑢(𝑠) − �̂� | |

≤
∫ 𝑡

𝑠

[
𝑢(𝜏) − �̂�, 𝑔(𝜏) − 𝑧

]
𝑑𝜏 (75)

for 0 ≤ 𝑠 ≤ 𝑡 ≤ 𝑇 .
Here, [𝑎, 𝑏] := lim

𝜆↓0

| |𝑎 + 𝜆𝑏 | | − | |𝑎 | |
𝜆

is the bracket on

𝑋 , [24]. In particular if 𝑋 = 𝐿1 then [𝑎, 𝑏]𝐿1 (Ω) =∫
Ω
𝑠𝑖𝑔𝑛(𝑎)𝑏𝑑𝑥 +

∫
{𝑎=0}

|𝑏 |𝑑𝑥.

For the proof, we refer to [24].
A function 𝑢 satisfying (75) is called integral solution.
Here, we consider a more general notion of solution
which is the object of this Appendix.

Definition 7.3 Let 𝐴 be an accretive operator and 𝑔 ∈
𝐿1(0, 𝑇 ; 𝑋). A function 𝑣(𝑡, 𝛼) is an integral-process
solution of abstract problem 𝑣′ + 𝐴𝑣 3 𝑔 on [0, 𝑇],
𝜈(0, 𝛼) = 𝜈0, if 𝑣 satisfy for all (�̂�, 𝑧) ∈ 𝐴∫ 1

0

(
| |𝑣(𝑡, 𝛼)− �̂� | |− | |𝑣(𝑠, 𝛼)− �̂� | |

)
𝑑𝛼

≤
∫ 1

0

∫ 𝑡

𝑠

[
𝑣(𝜏, 𝛼) − �̂�, 𝑔(𝜏) − 𝑧

]
𝑑𝜏𝑑𝛼 (76)

for 0 < 𝑠 ≤ 𝑡 ≤ 𝑇 and the initial condition is satisfied
in the sense

ess- lim
𝑡↓0

∫ 1

0
| |𝑣(𝑡, 𝛼) − 𝜈0 | |𝑑𝛼 = 0. (77)

Such generalization of the notion of integral solu-
tion is a purely technical hint, indeed, we show that
integral-process solutions coincide with the unique
integral solution in the following sense.

Theorem 7.4 Assume that 𝐴 be m-accretive in 𝑋 and
𝑢0 ∈ 𝐷 (𝐴), 𝑢 is an integral-process solution if and
only if 𝑢 is independent on 𝛼 and for all 𝛼, 𝑢(., 𝛼)
coincide with the unique integral and mild solution.
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The result will follow directly from the proposition
given bellow.

Proposition 7.5 Let 𝐴 be an accretive operator. If 𝑣
is an integral-process solution of 𝑣′+𝐴𝑣 3 𝑔 on [0, 𝑇],
𝜈(0, 𝛼) ≡ 𝜈0 and 𝑢 is a mild solution of 𝑢′ + 𝐴𝑢 3 ℎ
on [0, 𝑇], 𝑢(0) = 𝑢0 then∫ 1

0
| |𝑢(𝑡) − 𝑣(𝑡, 𝛼) | |𝑑𝛼

≤
∫ 𝑡

0

∫ 1

0

[
𝑢(𝜏) − 𝑣(𝜏, 𝛼), ℎ(𝜏) − 𝑔(𝜏)

]
𝑑𝜏𝑑𝛼

+
∫ 1

0
| |𝑢0 − 𝜈0 | |𝑑𝛼 (78)

for a.e. 𝑡 ∈ [0, 𝑇],

Proof. Let 𝑢𝑛𝑘 , 𝑘 = 1, ..., 𝑁𝑛 be a solution of the 𝜎𝑛
discretization 𝐷𝐴(0 = 𝑡𝑛0 , 𝑡

𝑛
1 , ...., 𝑡

𝑛
𝑁𝑛

) of 𝑢′ + 𝐴𝑢 3 ℎ
on [0, 𝑇]. Set 𝛿𝑛𝑘 = 𝑡𝑛𝑘 − 𝑡

𝑛
𝑘−1 and let 0 ≤ 𝑎 ≤ 𝑏 ≤ 𝑇 .

Since 𝑣 is an integral-process solution of 𝑣′(𝑡, 𝛼) +
𝐴𝑣 3 𝑔 we have:∫ 1

0

(
| |𝑣(𝑏, 𝛼) − 𝑢𝑛𝑘 | | − | |𝑣(𝑎, 𝛼) − 𝑢𝑛𝑘 | |

)
𝑑𝛼

≤
∫ 1

0

∫ 𝑏

𝑎

[
𝑣(𝜏, 𝛼) − 𝑢𝑛𝑘 , 𝑔(𝜏) − ℎ

𝑛
𝑘 +

𝑢𝑛𝑘 − 𝑢
𝑛
𝑘−1

𝛿𝑛𝑘

]
≤
∫ 1

0

∫ 𝑏

𝑎

[
𝑣(𝜏, 𝛼) − 𝑢𝑛𝑘 , 𝑔(𝜏) − ℎ

𝑛
𝑘

]
𝑑𝛼𝑑𝜏

+ 1
𝛿𝑛𝑘

∫ 1

0

∫ 𝑏

𝑎

(
| |𝑣(𝜏, 𝛼) − 𝑢𝑛𝑘−1 | | − | |𝑣(𝜏, 𝛼) − 𝑢𝑛𝑘 | |

)
.

(79)

Where we have used the inequality[
𝑣(𝜏, 𝛼) − 𝑢𝑛𝑘 , 𝑔(𝜏) − ℎ

𝑛
𝑘 +

𝑢𝑛𝑘 − 𝑢
𝑛
𝑘−1

𝛿𝑛𝑘

]
≤

[
𝑣(𝜏, 𝛼) − 𝑢𝑛𝑘 , 𝑔(𝜏) − ℎ

𝑛
𝑘

]
+ 1
𝛿𝑛𝑘

(
| |𝑣(𝜏, 𝛼) − 𝑢𝑛𝑘−1 | | − | |𝑣(𝜏, 𝛼) − 𝑢𝑛𝑘 | |

)
which follows from the facts that

[
𝑋,𝑌 + 𝑍

]
≤[

𝑋,𝑌

]
+

[
𝑋, 𝑍

]
;
[
𝑋, 𝑒𝑌

]
= 𝑒

[
𝑋,𝑌

]
if 𝑒 > 0 and[

𝑋,𝑌

]
≤ ||𝑋 + 𝑒𝑌 | | − | |𝑋 | |

𝑒
. Multiplying (79) by 𝛿𝑘𝑛

and summing over 𝑘 = 𝑗 + 1, 𝑗 + 2, ..., 𝑖 we find that:
𝑖∑

𝑘= 𝑗+1

∫ 1

0
𝛿𝑛𝑘

(
| |𝑣(𝑏, 𝛼) − 𝑢𝑛𝑘 | | − | |𝑣(𝑎, 𝛼) − 𝑢𝑛𝑘 | |

)
𝑑𝛼

≤
𝑖∑

𝑘= 𝑗+1
𝛿𝑛𝑘

∫ 1

0

∫ 𝑏

𝑎
| |
[
𝑣(𝜏, 𝛼) − 𝑢𝑛𝑘 , 𝑔(𝜏) − ℎ

𝑛
𝑘

]
𝑑𝜏𝑑𝛼

+
∫ 1

0

∫ 𝑏

𝑎

(
| |𝑣(𝜏, 𝛼) − 𝑢𝑛𝑗 | | − | |𝑣(𝜏, 𝛼) − 𝑢𝑛𝑖 | |

)
𝑑𝜏𝑑𝛼.

(80)
Next, we assume that 𝜎𝑛 → 0 and the 𝜎𝑛− approx-
imate solution of 𝑢′ + 𝐴𝑢 3 ℎ locally converge uni-
formly to the mild solution 𝑢 on [0, 𝑇 [. Set

𝜙𝑛 (𝜄, 𝜆, 𝛼) = | |𝑣(𝜄, 𝛼) − 𝑢𝑛𝑘(𝜆) | | for 0 ≤ 𝜄 ≤ 𝑇 ;

where 𝑘 (𝜆) is defined by 𝑡𝑛𝑘(𝜆)−1 < 𝜆 ≤ 𝑡𝑛𝑘(𝜆) .

Then 𝜙𝑛 (𝜄, 𝜆, 𝛼) → ||𝑣(𝜄, 𝛼) − 𝑢(𝜆) | | uniformly on
[0, 𝑇 [×[0, 𝑇 [×[0, 1]. Hence����| |𝑣(𝜄, 𝛼) − 𝑢(𝜆) | | − | |𝑣(𝜄, 𝛼) − 𝑢𝑛𝑘(𝜆) | |

����
≤ ||𝑢𝑛𝑘(𝜆) − 𝑢(𝜆) | | → 0.

Therefore, if we choose 𝑖, 𝑗 depending on 𝑛 so that
𝑡𝑛𝑗 → 𝑐, 𝑡𝑛𝑖 → 𝑑 as 𝑛→ ∞ we have for 𝜄 ∈ [0, 𝑇]

𝑖∑
𝑘= 𝑗+1

𝛿𝑛𝑘 | |𝑣(𝜄, 𝛼) − 𝑢
𝑛
𝑘 | | →

∫ 𝑑

𝑐
| |𝑣(𝜄, 𝛼) − 𝑢(𝜆) | |𝑑𝜆.

Moreover with 𝜄 = 𝜏, we get∫ 𝑏

𝑎
| |𝑣(𝜏, 𝛼) − 𝑢𝑛𝑗 | |𝑑𝜏 →

∫ 𝑏

𝑎
| |𝑣(𝜏, 𝛼) − 𝑢(𝑐) | |𝑑𝜏 and

(81)∫ 𝑏

𝑎
| |𝑣(𝜏, 𝛼) − 𝑢𝑛𝑖 | |𝑑𝜏 →

∫ 𝑏

𝑎
| |𝑣(𝜏, 𝛼) − 𝑢(𝑑) | |𝑑𝜏.

(82)
From now, let

𝐹𝑛 (𝜆, 𝛼) =
∫ 𝑏

𝑎

[
𝑣(𝜏, 𝛼) − 𝑢𝑛𝑘 , 𝑔(𝜏) − ℎ

𝑛
𝑘

]
𝑑𝜏 and

𝐹 (𝜆, 𝛼) =
∫ 𝑡𝑛

𝑘

𝑡𝑛
𝑘−1

∫ 𝑏

𝑎

[
𝑣(𝜏, 𝛼)−𝑢𝑛𝑘 , 𝑔(𝜏) − ℎ(𝜆)

]
𝑑𝜏𝑑𝜆

for 𝑡𝑛𝑘−1 < 𝜆 ≤ 𝑡𝑛𝑘 .
Then���� 𝑖∑

𝑘= 𝑗+1

(
𝛿𝑛𝑘𝐹𝑛 (𝜆, 𝛼) − 𝐹 (𝜆, 𝛼)

)����
≤

𝑖∑
𝑘= 𝑗+1

∫ 𝑡𝑛
𝑘

𝑡𝑛
𝑘−1

∫ 𝑏

𝑎
| |ℎ𝑛𝑘 − ℎ(𝜆) | |𝑑𝜏𝑑𝜆 ≤ 𝜎𝑛 (𝑏 − 𝑎).
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and therefore

lim
𝑛→∞

𝑖∑
𝑘= 𝑗+1

𝛿𝑛𝑘𝐹𝑛 (𝜆, 𝛼) = lim
𝑛→∞

𝑖∑
𝑘= 𝑗+1

𝐹 (𝜆, 𝛼). (83)

Since 𝑢𝑛𝑘 → 𝑢(𝜆) and 𝑡𝑛𝑘 → 𝜆 as 𝑛 → 0 and the

bracket
[
·, ·
]

is the upper-semicontinuous, we deduce

from (83) that

lim
𝑛→∞

𝑖∑
𝑘= 𝑗+1

𝛿𝑛𝑘

∫ 𝑏

𝑎

[
𝑣(𝜏, 𝛼) − 𝑢𝑛𝑘 , 𝑔(𝜏) − ℎ

𝑛
𝑘

]
𝑑𝜏

= lim
𝑛→∞

∫ 𝑡𝑛𝑖

𝑡𝑛𝑗

𝐹𝑛 (𝜆, 𝛼)𝑑𝜆

≤
∫ 𝑑

𝑐

∫ 𝑏

𝑎

[
𝑣(𝜏, 𝛼) − 𝑢(𝜆), 𝑔(𝜏) − ℎ(𝜆)

]
𝑑𝜏𝑑𝜆. (84)

As previously, the convergence is uniform in 𝛼 ∈
[0, 1], therefore we can integrate in 𝛼 under the limit
in (81), (82), (84) and obtain∫ 1

0

∫ 𝑑

𝑐

(
| |𝑣(𝑏, 𝛼) − 𝑢(𝜆) | |− | |𝑣(𝑎, 𝛼) − 𝑢(𝜆) | |

)
𝑑𝜆𝑑𝛼

≤
∫ 1

0

∫ 𝑑

𝑐

∫ 𝑏

𝑎

[
𝑣(𝜏, 𝛼) − 𝑢(𝜆), 𝑔(𝜏) − ℎ(𝜆)

]
𝑑𝜏𝑑𝜆𝑑𝛼

+
∫ 1

0

∫ 𝑑

𝑐

(
| |𝑣(𝜏, 𝛼)−𝑢(𝑐) | |− | |𝑣(𝜏, 𝛼)−𝑢(𝑑) | |

)
𝑑𝜏𝑑𝛼.

(85)

Now, we set:

𝜛(𝑠, 𝑡, 𝛼) =
∫ 1

0
| |𝑣(𝑠, 𝛼) − 𝑢(𝑡) | |𝑑𝛼

Π(𝑠, 𝑡, 𝛼) =
∫ 1

0

[
𝑣(𝑠, 𝛼) − 𝑢(𝑡), 𝑔(𝑠) − ℎ(𝑡)

]
𝑑𝛼.

Recall that 𝑢 ∈ C([0, 𝑇]; 𝑋) and 𝑢0 satisfies
ess- lim𝑡↓0

∫ 1
0 | |𝑣(𝑡, 𝛼) − 𝑢0 | |𝑑𝛼 = 0. Then, 𝑣 is con-

tinuous a.e. for any Lebesgue point on [0, 𝑇]. The
function 𝜛 and Π are continuous in 𝑡 and integrable
in 𝑠

𝜑(𝑡, 𝑡) − 𝜑(𝑠, 𝑠) ≤
∫ 𝑡

0
Π(𝜏)𝑑𝜏 −

∫ 𝑠

0
Π(𝜏)𝑑𝜏.

Then for a.e. 𝑡, 𝑠 ∈ [0, 𝑇]

Ξ(𝑡) = 𝜑(𝑡, 𝑡) −
∫ 𝑡

0
Π(𝜏)𝑑𝜏

≤ 𝜑(𝑠, 𝑠) −
∫ 𝑠

0
Π(𝜏)𝑑𝜏 = Ξ(𝑠) for a.e. 𝑡, 𝑠 ∈ [0, 𝑇] .

The function Ξ is continuous at 0+, therefore Ξ(𝑡) ≤
Ξ(0). This is equivalent to (78).

8 Appendix 2
In this appendix, we apply the notion of integral-
process solution to the problem (𝑃) and present a way
to prove uniqueness of entropy solution. In [7], the
authors introduced a notion of entropy-process solu-
tion and using the doubling of variables method of
[3], they proved that entropy solution is the unique
entropy-process solution. In our case, we were not
able to use the same argument because we need that
the entropy solution possess a strong boundary trace
on the boundary in order that the doubling of vari-
ables apply for example refere to [6]. Fortunately,
under additional assumptions, we can ensure the de-
sired boundary regularity for the associated stationary
problem:

(𝑆)
{
𝑣 + div( 𝑓 (𝑣) − ∇𝜙(𝑣)) = 𝑔 in Ω,(

𝑓 (𝑣) − ∇𝜙(𝑣)
)
.𝜂 = 0 on 𝜕Ω.

Therefore, firstly we compare an entropy-process so-
lution 𝜇 of (𝑃) with the entropy solution of (𝑆). This
suggests the use of nonlinear semigroup theory; more
precisely we find that 𝜇 is also an integral-process so-
lution to 𝑢′+ 𝐴𝑢 = 0, 𝜇(0, 𝛼) = 𝑢0 with appropriately
defined operator 𝐴. Then, proving the m-accretivity
of 𝐴 and using the Appendix 1 we are able to conclude
that 𝜇 is the unique mild and integral solution of the
abstract evolution problem. At the last step, we use
the result of [1], which says that such solution is the
unique entropy solution of (𝑃).

Proposition 8.1 Let 𝜉 ∈ C∞( [0, 𝑇 [×IRℓ), 𝜉 ≥ 0.
Then for all 𝑘 ∈]𝑢𝑐, 𝑢max], for all 𝐷 ∈ IRℓ and for
all entropy-process solution 𝜇 of (𝑃), we have∫ 𝑇

0

∫
Ω

∫ 1

0
|𝜇 − 𝑘 |𝜉𝑡𝑑𝑥𝑑𝑡𝑑𝛼 +

∫
Ω
|𝑢0 − 𝑘 |𝜉 (0, 𝑥)𝑑𝑥

+
∫ 𝑇

0

∫
Ω

∫ 1

0
𝑠𝑖𝑔𝑛(𝜇 − 𝑘) ( 𝑓 (𝜇) − 𝑓 (𝑘)).∇𝜉𝑑𝑥𝑑𝑡𝑑𝛼

−
∫ 𝑇

0

∫
Ω
𝑠𝑖𝑔𝑛(𝑢 − 𝑘)

(
∇𝜙(𝑢) − 𝐷

)
.∇𝜉𝑑𝑥𝑑𝑡

+
∫ 𝑇

0

∫
𝜕Ω

| ( 𝑓 (𝑘) − 𝐷).𝜂(𝑥) | 𝜉𝑑H ℓ−1(𝑥)𝑑𝑡

≥ lim
𝜎→0

1
𝜎

∫ ∫
𝑄∩𝐴𝜎

𝑘

∇𝜙(𝑢).
(
∇𝜙(𝑢) − 𝐷

)
𝜉𝑑𝑥𝑑𝑡. (86)

with 𝐴𝜎𝑘 {−𝜎 < 𝜙(𝑢) − 𝜙(𝑘) < 𝜎}.

Proof. The proof follows the arguments of [1]. Let us
recall that if 𝜇(𝑡, 𝑥, 𝛼) is entropy-process solution and

(1) holds, then 𝑢(𝑡, 𝑥) =
∫ 1

0
𝜇(𝑡, 𝑥, 𝛼)𝑑𝛼 satisfies in

WSEAS TRANSACTIONS on MATHEMATICS 
DOI: 10.37394/23206.2024.23.71 Mohamed Karimou Gazibo

E-ISSN: 2224-2880 701 Volume 23, 2024



the weak sense for all 𝑘 ∈ [𝑢𝑐, 𝑢max] and all 𝐷 ∈ IRℓ :

(𝑃𝑘)



(𝑢 − 𝑘)𝑡 + div
(
F [𝜇] − F [𝑘]

)
= 0 in 𝑄,

ess- lim
𝑡→0+

(𝑢(𝑡, 𝑥) − 𝑘) = 𝑢0(𝑥) − 𝑘 on Ω,(
F [𝜇] − F [𝑘]

)
.𝜂 = −F [𝑘] .𝜂 on Σ.

where

F [𝑢] =
∫ 1

0
𝑓 (𝜇)𝑑𝛼 − ∇𝜙(𝑢)

F [𝑘] = 𝑓 (𝑘) − 𝐷.
Take the test function 𝑠𝑖𝑔𝑛𝜎 (𝜙(𝑢) − 𝜙(𝑘))𝜉 =
𝐻𝜎 (𝜙(𝑢) − 𝜙(𝑘))𝜉 in the weak formulation of this
problem with 𝜉 ∈ C∞([0, 𝑇) × IRℓ). Using the for-
malism of [27], we have∫ 𝑇

0
〈(𝑢 − 𝑘)𝑡 , 𝐻𝜎 (𝜙(𝑢) − 𝜙(𝑘))𝜉〉𝐻1 (Ω)∗,𝐻1 (Ω) 𝑑𝑡

−
∫ 𝑇

0

∫
Ω
𝐻𝜎 (𝜙(𝑢) − 𝜙(𝑘))

(
F [𝜇] − F [𝑘]

)
.∇𝜉

−
∫ 𝑇

0

∫
Ω
𝜉

(
F [𝜇] − F [𝑘]

)
.∇𝐻𝜎 (𝜙(𝑢) − 𝜙(𝑘))

−
∫ 𝑇

0

∫
𝜕Ω
𝐻𝜎 (𝜙(𝑢) − 𝜙(𝑘))F [𝑘] .𝜂𝜉 = 0. (87)

By the weak chain rule in the sense of [27]∫ 𝑇

0
〈(𝑢 − 𝑘)𝑡 , 𝐻𝜎 (𝜙(𝑢) − 𝜙(𝑘))𝜉〉𝐻1 (Ω)∗,𝐻1 (Ω)

= −
∫ 𝑇

0

∫
Ω
𝐼𝜎 (𝑢)𝜉𝑡𝑑𝑡𝑑𝑥 −

∫
Ω
𝐼𝜎 (𝑢0)𝜉 (0, 𝑥)𝑑𝑥

where: 𝐻𝜎 (𝑟) =
{ 1 if 𝑟 > 𝜎,

𝑟
𝜎 if |𝑟 | ≤ 𝜎,
−1 if 𝑟 < −𝜎,

and

𝐼𝜎 : 𝑧 ↦−→
∫ 𝑧

𝑘
𝐻𝜎 (𝜙(𝑠) − 𝜙(𝑘))𝑑𝑠 → |𝑧 − 𝑘 |

as 𝜎 → 0.

Then, after passing to the limit as 𝜎 → 0, we have∫
𝑄
|𝑢 − 𝑘 |𝜉𝑡𝑑𝑥𝑑𝑡

= −
∫
𝑄
𝑠𝑖𝑔𝑛(𝑢 − 𝑘)(𝑢 − 𝑘)𝜉𝑡𝑑𝑥𝑑𝑡

= −
∫
𝑄
𝑠𝑖𝑔𝑛(𝑢 − 𝑘)

(∫ 1

0
𝜇𝑑𝛼 − 𝑘

)
𝜉𝑡𝑑𝑥𝑑𝑡

Now, notice that because 𝑘 ∈]𝑢𝑐, 𝑢max [ and because
𝜙(𝜇(𝛼)) = 𝑐𝑜𝑛𝑠𝑡 on [0, 1] we find that 𝑠𝑖𝑔𝑛(𝜇(𝛼)−𝑘)
is constant on [0, 1] equal to 𝑠𝑖𝑔𝑛(𝑢 − 𝑘) Then , we
see that∫

𝑄
|𝑢 − 𝑘 |𝜉𝑡𝑑𝑥𝑑𝑡 = −

∫
𝑄

∫ 1

0
|𝜇 − 𝑘 |𝜉𝑡𝑑𝛼𝑑𝑥𝑑𝑡

Similarly, we see∫ 𝑇

0

∫ 1

0

∫
Ω
𝑠𝑖𝑔𝑛(𝑢 − 𝑘)

[
𝑓 (𝜇) − 𝑓 (𝑘)

]
.∇𝜉𝑑𝑥𝑑𝑡

=
∫ 𝑇

0

∫
Ω

∫ 1

0
𝑠𝑖𝑔𝑛(𝜇 − 𝑘)

[
𝑓 (𝜇) − 𝑓 (𝑘)

]
.∇𝜉𝑑𝑥𝑑𝑡𝑑𝛼

For treatment of the others terms, we refer to [1].
Let us firstly prove that the initial datum is satisfied in
the sense of (77) ( Appendix 1). This means that the
entropy-process solution satisfies the initial condition
of integral-process solution.

Lemma 8.2 Let 𝑣 be an entropy-process solution of
(𝑃) with initial datum 𝑣0 ∈ 𝐿∞. Then the initial da-
tum is taken in the following sense:

lim
𝑠↓0

∫ 𝑠

0

∫
Ω

∫ 1

0
|𝑣 − 𝑣0 |𝑑𝑡𝑑𝑥𝑑𝛼 = 0. (88)

Proof. The proof follows the idea of Panov in ([28],
Proposition 1). For 𝑐 ∈ IR and 𝑠 > 0, consider the
functions

Ψ𝑠 (., 𝑐) : 𝑥 ∈ Ω ↦−→ 1
𝑠

∫ 𝑠

0

∫ 1

0
|𝑣(𝑡, 𝑥, 𝛼) − 𝑐 |𝑑𝑡𝑑𝛼.

(89)

Because 𝑣 is bounded, the set (Ψ𝑠 (., 𝑐))𝑠>0 is bounded
in 𝐿∞(Ω). Therefore for any sequence 𝑠𝑚 → 0,
there exists a subsequence such that for all 𝑐 ∈ IQ,
(Ψ𝑠 (., 𝑐))𝑠>0 converges in 𝐿∞(Ω) weak star to some
limit denoted by (Ψ(., 𝑐)). Fix 𝜉 ∈ D(Ω)+. From
Remark 6.3 with test function 𝜉 (𝑡, 𝑥) := (1− 𝑡

𝑠 )+𝜉 (𝑥)
we readily infer the inequalities ∀𝑐 ∈ IQ:∫

Ω
Ψ(𝑥, 𝑐)𝜉 (𝑥)𝑑𝑥 ≤

∫
Ω
|𝑢0 − 𝑐 |𝜉 (𝑥)𝑑𝑥. (90)

By the density argument, we extend (90) to all 𝜉 ∈
𝐿1(Ω), 𝜉 ≥ 0. Now for all 𝜖 > 0, there exists a
number 𝑁 (𝜖) ∈ IN, a collection (𝑐𝜖𝑖 )

𝑁 (𝜖 )
𝑗=1 ⊂ IQ and a

partition of Ω into disjoint union of measurable sets
Ω𝜖1 , ...,Ω

𝜖
𝑁 (𝜖 ) such that | |𝑣0 − 𝑣 𝜖0 | |𝐿1 ≤ 𝜖 , where

𝑣 𝜖0 :=
𝑁 (𝜖 )∑
𝑗=1

𝑐𝜖𝑗 1Ω𝜖𝑗 . Because 1Ω =
𝑁 (𝜖 )∑
𝑗=1

1Ω𝜖𝑗 , apply-
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ing (90) with 𝑐 = 𝑐𝜖𝑗 and 𝜉 = 1Ω𝜖𝑗 we deduce

lim
𝑚→∞

1
𝑠𝑚

∫ 𝑠𝑚

0

∫
Ω

∫ 1

0
|𝑣 − 𝑣 𝜖0 |𝑑𝑡𝑑𝑥𝑑𝛼

= lim
𝑚→∞

∫
Ω

𝑁 (𝜖 )∑
𝑗=1

Ψ𝑠𝑚 (𝑥, 𝑐𝜖𝑗 )1Ω𝜖𝑗 𝑑𝑥

=
∫
Ω

𝑁 (𝜖 )∑
𝑗=1

Ψ(𝑥, 𝑐𝜖𝑗 )1Ω𝜖𝑗 𝑑𝑥

≤
∫
Ω

𝑁 (𝜖 )∑
𝑗=1

|𝑣0 − 𝑐𝜖𝑗 |1Ω𝜖𝑗 𝑑𝑥 = | |𝑣0 − 𝑣 𝜖0 | |𝐿1 ≤ 𝜖 .

Using once more the bound | |𝑣0 − 𝑣 𝜖0 | |𝐿1 ≤ 𝜖 (in the
first term of the previous calculation), we can send 𝜖
to zero and infer the analogue of (89), with a limit
taken along some subsequence of (𝑠𝑚)𝑚>1. Because
(𝑠𝑚)𝑚>1 was an arbitrary sequence convergent to
zero, (89) is justified.

Now it remains to prove that the entropy-process
solution an is integral-process solution. Let us define
the (possibly multivalued) operator 𝐿𝜙𝑓 by it resolvent

(𝑣, 𝑧) ∈ 𝐿𝜙𝑓 =


𝑣 such that 𝑣 isan entropy solution

of (𝑆), with𝑔 = 𝑣 + 𝑧.
andstrong 𝐿1 trace of
( 𝑓 (𝑢) − ∇𝜙(𝑢)).𝜂 |𝜕Ω exists
andequaltozero


Definition 8.3 The normal component of the flux
F [𝑢] = ( 𝑓 (𝑢) − ∇𝜙(𝑢)).𝜂 has a 𝐿1 strong trace
𝛾F [�̂�] ∈ 𝐿1

𝐿𝑜𝑐 (𝜕Ω), at boundary 𝜕Ω if

lim
𝑠→0

1
𝑠

∫ 𝑠

0

∫
�̂�∈𝜕Ω

𝜉 (𝑥) |F [𝑢] (𝑠, 𝑥) − 𝛾F [𝑢] (𝑥) |𝑑𝑥𝑑𝜏

= 0.

After having defined the operator 𝐿𝜙𝑓 , we present the
following results.

Theorem 8.4 Assume that 𝐿
𝜙
𝑓 is m-acccretive

densely defined on 𝐿1(Ω;[0, 𝑢max]). Then the entropy-
process solution is the unique entropy solution.

Before turning to the proof of Theorem 8.4, lets us
present three cases where it applies.

Proposition 8.5 Assume (66) holds. Then, 𝐿𝜙𝑓 is m-
acccretive densely defined on 𝐿1(Ω; [0, 𝑢max]).

For the proof, we refer to [1], Proposition 4.10.

Proposition 8.6 Assume that, (67), holds. Then 𝐿𝜙𝑓
is m-acccretive densely defined on 𝐿1(Ω; [0, 𝑢max]).

Proof.(sketch) The proof is essentially the same as in
[6], where the case 𝜙 = 𝐼𝑑 has been investigated. For
general 𝜙 satisfying 𝑓 ◦ 𝜙−1 ∈ C0,𝛼, 𝛼 > 0 we adapt
the result of [16]. As 𝜙 is bijective, we set 𝑤 = 𝜙(𝑢)
and rewrite the stationary problem as:

div( 𝑓 ◦ 𝜙−1(𝑤) − ∇𝑤) = 𝑔(𝑥) − 𝜙−1(𝑤)
⇒ div(𝐵(𝑤,∇𝑤)) = 𝐹 (𝑥, 𝑤),

where 𝐵 and 𝐹 satisfies the hypothesis of [16], then
𝑤 = 𝜙(𝑢) ∈ C0,𝛼 (Ω̄), 𝛼 > 0 and 𝑢 ∈ C0,𝛼 (Ω̄).We
deduce that ( 𝑓 (𝑢) − ∇(𝜙(𝑢)) ∈ C(Ω̄).

Proposition 8.7 Assume that (68) holds. Then 𝐿𝜙𝑓 is
m-acccretive densely defined on 𝐿1(Ω; [0, 𝑢max]).

For the proof, we refer to [4], [29], [30], where the
existence of strong trace of 𝑓 (𝑢) has been proved for
pure conservation laws.
In the sequel, we concentrate on the proof of Theorem
8.4 in the case (66) holds. The other cases are similar,
using the hint of [6].
Proof of Theorem 8.4 Now, we apply the dou-
bling of variables, [3], in the way of [6], [1]. We
consider 𝜇 = 𝜇(𝑡, 𝑥, 𝛼) an entropy-process solu-
tion of (𝑃) and 𝑣 = 𝑣(𝑦) an entropy solution of
(𝑆) using in the definition of 𝐿𝜙𝑓 . Consider non-
negative function 𝜉 = 𝜉 (𝑡, 𝑥, 𝑦) having the property
that 𝜉 (., ., 𝑦) ∈ C∞( [0, 𝑇) × Ω) for each 𝑦 ∈ Ω,
𝜉 (𝑡, 𝑥, .) ∈ C∞

0 (Ω) for each (𝑡, 𝑥) ∈ [0, 𝑇) × Ω. Let
us denote the sets on which the diffusion term for
the first, respectively for the second solutions degen-
erate by Ω𝑥 = {𝑥 ∈ Ω; 𝜇(𝑡, 𝑥, 𝛼) ∈ [0, 𝑢𝑐]} ;Ω𝑦 =
{𝑦 ∈ Ω; 𝑣(𝑦) ∈ [0, 𝑢𝑐]} . We denote by Ω𝑐𝑥 respec-
tively Ω𝑐𝑦 their complementaries in Ω. In (86), take
𝜉 = 𝜉 (𝑡, 𝑥, 𝑦), 𝑘 = 𝑢(𝑦), 𝐷 = 𝜙(𝑢)𝑦 and integrate
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over Ω𝑐𝑦 × [0, 1]. We get∫
Ω𝑐𝑦

∫ 𝑇

0

∫
𝑥∈Ω

∫ 1

0
|𝜇 − 𝑣 |𝜉𝑡𝑑𝛼𝑑𝑥𝑑𝑡𝑑𝑦

+
∫
Ω𝑐𝑦

∫ 𝑇

0

∫
𝑥∈Ω

∫ 1

0
𝑠𝑖𝑔𝑛(𝜇 − 𝑣)

[
𝑓 (𝜇) − 𝑓 (𝑣)

]
.𝜉𝑥

−
∫
Ω𝑐𝑦

∫ 𝑇

0

∫
𝑥∈Ω

𝑠𝑖𝑔𝑛(𝑢 − 𝑣)
(
𝜙(𝑢)𝑥 − 𝜙(𝑣)𝑦

)
.𝜉𝑥

+
∫
Ω𝑐𝑦

∫ 𝑇

0

∫
𝑥∈𝜕Ω

��( 𝑓 (𝑣) − 𝜙(𝑣)𝑦).𝜂(𝑥)�� 𝜉𝑑𝜎𝑑𝑡𝑑𝑦
+
∫
Ω𝑐𝑦

∫
𝑥∈Ω

|𝑢0 − 𝑣 |𝜉 (0, 𝑥, 𝑦)𝑑𝑥𝑑𝑦

≥ lim
𝜎→0

1
𝜎

∫
Ω𝑐𝑦

∫ 𝑇

0

∫
𝑥∈Ω∩𝐴𝜎𝑢

𝜙(𝑢)𝑥 (𝜙(𝑢)𝑥 − 𝜙(𝑣)𝑦)𝜉.

(91)

In the same way, in (6.3) take 𝜉 = 𝜉 (𝑡, 𝑥, 𝑦), 𝑘 = 𝑣(𝑦),
integrate over Ω𝑦 , and use the fact that 𝜙(𝑣)𝑦 = 0 in
Ω𝑦 . We get∫

Ω𝑦

∫ 𝑇

0

∫
𝑥∈Ω

∫ 1

0
|𝜇 − 𝑣 |𝜉𝑡𝑑𝛼𝑑𝑥𝑑𝑡𝑑𝑦

+
∫
Ω𝑦

∫ 𝑇

0

∫
𝑥∈Ω

∫ 1

0
𝑠𝑖𝑔𝑛(𝜇 − 𝑣)

[
𝑓 (𝜇) − 𝑓 (𝑣)

]
.𝜉𝑥

−
∫
Ω𝑦

∫ 𝑇

0

∫
𝑥∈Ω
𝑠𝑖𝑔𝑛(𝑢 − 𝑣)

(
𝜙(𝑢)𝑥 − 𝜙(𝑣)𝑦

)
.𝜉𝑥

+
∫
Ω𝑦

∫ 𝑇

0

∫
𝑥∈𝜕Ω

��( 𝑓 (𝑣) − 𝜙(𝑣)𝑦).𝜂(𝑥)�� 𝜉𝑑𝜎𝑑𝑡𝑑𝑦
+
∫
Ω𝑦

∫
𝑥∈Ω

|𝑢0 − 𝑣 |𝜉 (0, 𝑥, 𝑦)𝑑𝑥𝑑𝑦 ≥ 0. (92)

Since Ω = Ω𝑥 ∪Ω𝑐𝑥 , by adding (91) to (92) we obtain:∫
𝑦∈Ω

∫ 𝑇

0

∫
𝑥∈Ω

∫ 1

0
|𝜇 − 𝑣 |𝜉𝑡𝑑𝛼𝑑𝑥𝑑𝑡𝑑𝑦

+
∫
𝑦∈Ω

∫ 𝑇

0

∫
𝑥∈Ω
𝑠𝑖𝑔𝑛(𝜇 − 𝑣)

[
𝑓 (𝜇) − 𝑓 (𝑣)

]
.𝜉𝑥

−
∫
𝑦∈Ω

∫ 𝑇

0

∫
𝑥∈Ω
𝑠𝑖𝑔𝑛(𝑢 − 𝑣)

(
𝜙(𝑢)𝑥 − 𝜙(𝑣)𝑦

)
.𝜉𝑥

+
∫
Ω

∫ 𝑇

0

∫
𝑥∈𝜕Ω

��( 𝑓 (𝑣) − 𝜙(𝑣)𝑦).𝜂(𝑥)�� 𝜉𝑑𝜎𝑑𝑡𝑑𝑦
+
∫
Ω

∫
𝑥∈Ω

|𝑢0 − 𝑣 |𝜉 (0, 𝑥, 𝑦)𝑑𝑥𝑑𝑦

≥ lim
𝜎→0

1
𝜎

∫
Ω𝑐𝑦

∫ 𝑇

0

∫
𝑥∈Ω∩𝐴𝜎𝑣

𝜙(𝑢)𝑥 (𝜙(𝑢)𝑥 − 𝜙(𝑣)𝑦)𝜉.

(93)

In the entropy formulation of (𝑆), take 𝜉 = 𝜉 (𝑡, 𝑥, 𝑦),
𝑘 = 𝜇(𝑡, 𝑥, 𝛼), 𝐷 = 𝜙(𝜇)𝑥 and integrate over
(𝑡, 𝑥, 𝛼) ∈ (0, 𝑇) ×Ω𝑐𝑥 × (0, 1)∫

Ω𝑐𝑥

∫ 𝑇

0

∫ 1

0

∫
𝑦∈Ω
𝑠𝑖𝑔𝑛(𝑣 − 𝜇)

[
𝑓 (𝑣) − 𝑓 (𝜇)

]
.𝜉𝑦

−
∫
Ω𝑐𝑥

∫ 𝑇

0

∫ 1

0

∫
𝑦∈Ω
𝑠𝑖𝑔𝑛(𝑣 − 𝜇)

(
𝜙(𝑣)𝑦 − 𝜙(𝑢)𝑥

)
.𝜉𝑦

+
∫ 𝑇

0

∫
Ω𝑐𝑥

∫ 1

0

∫
𝑦∈Ω
𝑠𝑖𝑔𝑛(𝑣 − 𝜇) (𝑣 − 𝑔(𝑦))𝜉

+
∫ 𝑇

0

∫
Ω𝑐𝑥

∫ 1

0

∫
𝑦∈𝜕Ω

| ( 𝑓 (𝜇) − 𝜙(𝜇)𝑥).𝜂(𝑦) | 𝜉

≥ lim
𝜎→0

1
𝜎

∫
Ω𝑐𝑥

∫ 𝑇

0

∫
𝑦∈∩𝐴𝜎𝑣

∫ 1

0
𝜙(𝑣)𝑦 (𝜙(𝑣)𝑦 − 𝜙(𝜇)𝑥)𝜉.

(94)

Since 𝑣(𝑦) is entropy solution, then take in the en-
tropy dissipative formulation of (S) 𝜉 = 𝜉 (𝑡, 𝑥, 𝑦),
𝑘 = 𝜇(𝑡, 𝑥, 𝛼) ∈]𝑢𝑐, 𝑢max [, integrate over (0, 𝑇) ×
Ω𝑥 × (0, 1) and use the fact that 𝜙(𝜇)𝑥 = 𝜙(𝑢)𝑥 = 0
in (0, 𝑇) ×Ω𝑥 .∫

Ω𝑥

∫ 𝑇

0

∫ 1

0

∫
𝑦∈Ω
𝑠𝑖𝑔𝑛(𝑣 − 𝜇)

[
𝑓 (𝑣) − 𝑓 (𝜇)] .𝜉𝑦

−
∫
Ω𝑥

∫ 𝑇

0

∫ 1

0

∫
𝑦∈Ω
𝑠𝑖𝑔𝑛(𝑣 − 𝜇)

(
𝜙(𝑣)𝑦 − 𝜙(𝑢)𝑥

)
.𝜉𝑦

+
∫ 𝑇

0

∫
Ω𝑥

∫ 1

0

∫
𝑦∈Ω

𝑠𝑖𝑔𝑛(𝑣 − 𝜇) (𝑣 − 𝑔(𝑦))𝜉

+
∫ 𝑇

0

∫
Ω𝑥

∫ 1

0

∫
𝑦∈𝜕Ω

| ( 𝑓 (𝜇) − 𝜙(𝜇)𝑥).𝜂(𝑦) | 𝜉 ≥ 0

(95)

By adding (94) to (95), we obtain∫
Ω

∫ 𝑇

0

∫ 1

0

∫
𝑦∈Ω
𝑠𝑖𝑔𝑛(𝑣 − 𝜇)

[
𝑓 (𝑣) − 𝑓 (𝜇)

]
.𝜉𝑦

−
∫
Ω

∫ 𝑇

0

∫ 1

0

∫
𝑦∈Ω
𝑠𝑖𝑔𝑛(𝑣 − 𝜇)

(
𝜙(𝑣)𝑦 − 𝜙(𝑢)𝑥

)
.𝜉𝑦

+
∫ 𝑇

0

∫
Ω

∫ 1

0

∫
𝑦∈Ω
𝑠𝑖𝑔𝑛(𝑣 − 𝜇) (𝑣 − 𝑔(𝑦))𝜉

+
∫ 𝑇

0

∫
Ω

∫ 1

0

∫
𝑦∈𝜕Ω

| ( 𝑓 (𝜇) − 𝜙(𝜇)𝑥).𝜂(𝑦) | 𝜉

≥ lim
𝜎→0

1
𝜎

∫
Ω𝑐𝑥

∫ 𝑇

0

∫
Ω𝑐𝑦∩𝐴𝜎𝑢

∫ 1

0
𝜙(𝑣)𝑦 (𝜙(𝑣)𝑦−𝜙(𝜇)𝑥)𝜉.

(96)
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Now, sum (93) and (96) to obtain∫ 1

0

∫ 𝑇

0

∫
Ω

∫
Ω
|𝜇 − 𝑣 |𝜉𝑡𝑑𝛼𝑑𝑦𝑑𝑥𝑑𝑡

+
∫
Ω

∫
Ω
|𝑢0 − 𝑣 |𝜉 (0, 𝑥, 𝑦)𝑑𝑥𝑑𝑦

+
∫ 1

0

∫ 𝑇

0

∫
Ω

∫
Ω
𝑠𝑖𝑔𝑛(𝑣 − 𝑢)

[
𝑓 (𝜇) − 𝑓 (𝑣)

]
.𝜉𝑥+𝑦

−
∫ 𝑇

0

∫ 1

0

∫
Ω

∫
Ω
𝑠𝑖𝑔𝑛(𝑢 − 𝑣)

(
𝜙(𝑢)𝑥 − 𝜙(𝑣)𝑦

)
.𝜉𝑥+𝑦

+
∫ 𝑇

0

∫
𝑥∈𝜕Ω

∫
Ω

��( 𝑓 (𝑣) − 𝜙(𝑣)𝑦).𝜂(𝑥)�� 𝜉𝑑𝜎𝑑𝑡𝑑𝑦
+
∫ 1

0

∫ 𝑇

0

∫
Ω

∫
𝑦∈𝜕Ω

| ( 𝑓 (𝜇) − 𝜙(𝜇)𝑥).𝜂(𝑦) | 𝜉𝑑𝑦𝑑𝜎𝑑𝑡

+
∫ 1

0

∫ 𝑇

0

∫
Ω

∫
Ω
𝑠𝑖𝑔𝑛(𝑣 − 𝜇) (𝑣 − 𝑔(𝑦))𝜉𝑑𝑦𝑑𝑥𝑑𝑡𝑑𝛼

≥ lim
𝜎→0

1
𝜎

∫ 𝑇

0

∫ ∫
Ω𝑐𝑥×Ω𝑐𝑦∩𝐴𝜎𝑢

|𝜙(𝑣)𝑥 − 𝜙(𝑢)𝑦 |2𝜉𝑑𝑦𝑑𝑥𝑑𝑡

≥ 0. (97)

Next, following the idea of [6], in the simple one-
dimensional setting, we consider the test function
𝜉 (𝑡, 𝑥, 𝑦) = 𝜃 (𝑡)𝜌𝑛 (𝑥, 𝑦), where 𝜃 ∈ C∞

0 (0, 𝑇), 𝜃 ≥ 0,
𝜌𝑛 (𝑥, 𝑦)=𝛿𝑛 (Δ) and Δ= (1− 1

𝑛(𝑏−𝑎) )𝑥 − 𝑦 +
𝑎+𝑏

2𝑛(𝑏−𝑎) .
Then, 𝜌𝑛 ∈ D(Ω × Ω) and 𝜌𝑛|Ω×𝜕Ω

(𝑥, 𝑦) = 0. Due to
this choice∫ 𝑇

0

∫
𝑥∈Ω

∫
𝑦∈𝜕Ω

∫ 1

0
| ( 𝑓 (𝜇) − 𝜙(𝑢)𝑥).𝜂(𝑦) | 𝜌𝑛𝜃 = 0.

By the Proposition 8.5 and the definition of 𝐿𝜙𝑓 , we
prove that for the stationary problem, ( 𝑓 (𝑣)−𝜙(𝑣)𝑦) ∈
C0( [𝑎, 𝑏]). Therefore we have��( 𝑓 (𝑣) − 𝜙(𝑣)𝑦).𝜂(𝑥)�� −→ 0 when 𝑥 → 𝑦, i.e, as
𝑛 −→ ∞. We conclude that

lim
𝑛→∞

∫ 𝑇

0

∫
𝑥∈𝜕Ω

∫
𝑦∈Ω

��( 𝑓 (𝑣) − 𝜙(𝑣)𝑦).𝜂(𝑥)�� 𝜌𝑛𝜃 = 0.

It remains to study the limit, as 𝑛→ ∞

𝐼𝑛=
∫ 1

0

∫ 𝑇

0

∫
Ω

∫
Ω
𝜃𝑠𝑖𝑔𝑛(𝜇 − 𝑣)𝐹 (𝜇, 𝑣).

(
(𝜌𝑛)𝑥 + (𝜌𝑛)𝑦

)
.

we proved in [1], that the limit of 𝐼𝑛 equals zero. The
passage to the limit in other terms in (97) is straight-
forward. Finally (97) gives for 𝑛 −→ ∞∫ 1

0

∫ 𝑇

0

∫
Ω
|𝜇(𝑡, 𝑥, 𝛼) − 𝑣(𝑦) |𝜃′(𝑡)𝑑𝑥𝑑𝑡𝑑𝛼

+
∫ 1

0

∫ 𝑇

0

∫
Ω
𝑠𝑖𝑔𝑛(𝑣 − 𝜇)(𝑣 − 𝑔)𝜃𝑑𝑥𝑑𝑡𝑑𝛼 ≥ 0.

Hence

𝑑

𝑑𝑡

∫ 1

0
| |𝜇(𝑡, 𝛼) − 𝑣 | |𝐿1 (Ω)𝑑𝛼

≤
∫ 1

0

∫
Ω
𝑠𝑖𝑔𝑛(𝜇 − 𝑣) (𝑣 − 𝑔)𝑑𝑥 in D′(0, 𝑇).

Thus, 𝜇 is an integral-process solution of (𝐸) with
𝐴 = 𝐿

𝜙
𝑓 . Now, the claim of Theorem 8.4 is a direct

consequence of the fact that the integral-process so-
lution is a unique integral solution ( Appendix 1) and
then is an entropy solution of (𝑃).
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