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Abstract: - A most common attack on the internet network is a Distributed Denial of Service (DDoS) attack, 
which involves occupying computational resources and bandwidth to suppress services to potential clients. The 
attack scenario is to massively flood the packets. The attack is called a denial of service (DoS) if the attack 
originates from a single server, and a distributed denial of service (DDoS) if the attack originates from multiple 
servers. Control and mitigation of DDoS attacks have been a research goal for many scholars for over a decade, 
and they have achieved in delivering a few major DDoS detection and protection techniques. In the current 
state of internet use, how quickly and early a DDoS attack can be detected in broadcasting network transactions 
remains a key research goal. After the development of a machine learning algorithm, many potential methods 
of DDoS attack detection have been developed. The work presents the results of various experiments carried 
out using data mining and machine learning algorithms as well as a combination of these algorithms on the 
commonly available dataset named CAIDA for TCP SYN flood attack detection. Also, this work analysis the 
various performance metrics such as false positive rate, precision, recall, F-measure and receiver operating 
characteristic (ROC) using various machine learning algorithm. One-R(OR) with  an ideal FPR value of 0.05 
and recall value of 0.95,decision stump(DS) with an ideal precision value of o.93,PART with an excellent F-
measure value of 0.91 are some of the performance metric values while performing TCP SYN flood attack 
detection.  
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1 Introduction 

Networking, cloud computing, and internet services 
have become necessary because of the drastic 
development in the field of communication 
technologies. Various advancements in the field of 
communication guarantee the supply of sources and 
mechanisms such as remote access, file sharing, etc. 
The increased dependency on the internet in turn 
increases unauthorized users who in turn deny the 
mandatory services to normal users [1]. To ensure 
the quality of new services, a complex system made 
up of heterogeneous elements is proposed. These 
elements constantly interact with each other and 
also operates at a much higher speed. The usual 
problem faced by network operator is the unusual 
event which in turn exhibit malicious behavior. The 
challenge lies in anomaly detection and 
classification since it is very difficult to monitor the 
traffic. A distributed denial of service (DDoS) attack 

is a malicious internet attack that interrupts normal 
traffic by creating Internet flood traffic. 
DDoS attacks can be carried out in the network and 
application layers. Usually, attackers perform DDoS 
attacks on the network layer. The network layer 
DDoS attacks include ICMP, SYN, and UDP 
flooding [2]. IP packets are exposed in network 
layer attacks and hence the attacker alters the packet 
header. Hence the source IP cannot be used to find 
the origin of the packet. Rewriting the source IP 
with a duplicate address is known as spoofing. IP 
traceback is used to find the origin of the attack that 
causes the traffic. Attackers exploit any attributes 
such as packet size, packet rate, bit rate, arrival 
time, etc., which consumes the available resources 
which in turn makes service unavailable to 
authorized users. Generally, DDoS attack packets 
have a high bit rate which performs network layer 
attacks. The DDoS attack contains four components 
are illustrated in Figure 1. The first element is the 
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victim where the target host is to be selected to 
obtain the resource from the attack. The next 
element is the presence of an attack daemon agent, 
which is also called an agent program, and its duty 
to attack the target victim. The attack daemons are 
organized in the host system. Both target and host 
system are affected by these daemons. The task of 
this attack daemon is to access the gain and infiltrate 
the host computer. The third component is the 
master program where it organizes the attack. 
Finally, the real attacker is present in the following 
step; it stays behind the scenes of the attack because 
of the usage of the control master program. 
 

 
Figure 1. Distributed Denial of Service attack 

 

TCP SYN FLOOD attack is one of the protocols-
based DDOS attacks against networks [3]. A 
substantial space allocation feature in the queue of 
connections has been exploited in this attack. 
Multiple connection initialization put forth by the 
attacker never gets completed making the queue of 
connections indefinite. The transgressor sends 
multiple TCP connection requests using repeated 
SYN packets. Most often fake IP address is used to 
send these packets to all the ports of the targeted 
server. Targeted resources are consumed and this, in 
turn, makes the server unresponsive.  In the case of 
a normal TCP three-way handshake, the connection 
is requested by sending synchronize message (SYN) 
to the server. The server acknowledges it by sending 
synchronize acknowledgment message to the client. 
Finally, the connection is established when the 
client responds with an acknowledgment (ACK) 
message. 
In the case of the TCP SYN FLOOD attack, as 
shown in Figure 2, the attackers make use of fake IP 
addresses and send repeated SYN packets to all 
ports on a server. The server tries to establish a 
connection for these multiple requests with an SYN-
ACK packet. The malignant client fails to send the 
expected ACK and in case if the IP address has been 
spoofed it never receives the SYN-ACK. The server 
under attack waits sometimes for acknowledgment 

of the SYN-ACK packet. Hence the server will not 
be able to close this connection and it stays open. 
This gradually leads to a large number of half-open 
connections and hence these attacks are also known 
as “half-open” attacks. In due course connection 
tables of the server gets filled denying authorized 
client services. This finally leads to server 
malfunction and crash. 
 
 

 
Figure 2. TCP SYN Flood Attack 

 
The knowledge discovery in databases named data 
mining plays a significant role in attack detection 
enforcing cloud security. Data mining transfers raw 
data into organized information by using various 
types of classes such as classification, clustering, 
and association rule mining, etc. Data mining 
designs an intrusion detection system that retrieves 
the hidden information from the database [4]. Using 
data mining techniques, we can model the traffic 
patterns and use them for anomaly and misuse 
detection. Misuse detection is signature-based and 
only those intrusions whose signatures are available 
can be detected. Anomaly detection is the detection 
deviation from normal samples and models are 
detected. This detection performs better as it detects 
unknown and new attacks. 
Machine learning algorithms can learn 
automatically and improve through the experience 
without exact programming [5]. It also makes 
accurate predictions using software applications. 
Designing an Intrusion Detection System using 
machine learning algorithms requires that the 
algorithms are trained to study the behavior of the 
system. This study is classified as supervised or 
unsupervised supervised machine learning has 
trained data classified as either normal or malicious 
[6]. While training, a model between classes and 
features is found using machine learning algorithms 
which are used to predict a new class of data termed 
testing data [7]. 
In this work conducted the study on different 
machine learning algorithms such as Naïve Bayes 
[8], Bayes Net [9], Naïve Bayes updateable [10], 
Function logistic [11], Multilayer perceptron [12], 
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Sequential minimal optimization [13], Simple 
logistic [14], Sequential minimal optimization [15], 
Voted perceptron [16], IBK [17], K-star [18], 
Locally weighted learning [19], Decision table [20], 
J-Rip [21], One R [22], PART [23], Decision stump 
[24], Hoeffding tree [25], J-48 [26], Logistic model 
tree [27], Random forest [28] and REP tree [29] to 
detect the DDoS attack detection. 
 

2 Related Works 

Reliability, availability, and security (RAS) are the 
main issues of cloud computing. The cloud service 
provider should be able to provide the intended 
services and be able to manage the security from 
serious threats. Cisco 2016 Annual Security Report 
[30] showed DoS attacks still top the External 
Challenges Faced. In September 1996, an SYN 
Flood attack was discovered, a smurf attack began 
in January 1998 and an HTTP flood was the modern 
DoS that began in 2004. DDoS attacks have two 
consequences: either they are unable to provide the 
service as specified in their QoS agreement, or their 
resources are compromised, allowing them to 
launch an attack against another site. Experts in the 
field recommend a comprehensive security 
architecture based on identification, which can be 
anomaly-based, signature-based, or a combination 
of the two. Because of the automatic classification, 
neural networks, radial basis functions, and genetic 
algorithms are progressively used in DoS detection.  
A network traffic analysis-based anomaly-based 
DDoS detection method is suggested in [31]. This 
approach used a radial-based function (RBF) Neural 
Network, and they tested it on a UCLA dataset, 
achieving a 96 percent accuracy rate for a DDoS 
attack. In [32] each attack class, the propound model 
used a Naive Bayes Classifier with K2 Learning 
method on a reduced NSL KDDOS data set. Each 
layer is separately trained to detect a single type of 
attack class, and the result of one layer is used to 
improve the detection rate and for better 
categorization of both majority and minority attacks. 
The Hidden Naive Bayes Multiclass Classifier 
Model on network Intrusion Detection System for 
struggling progressively sophisticated network 
attacks used in [33].   
In [34] has introduced a Probabilistic Neural 
Network-Based Attack Traffic Classification to 
detect different DDoS attacks, also focus on 
separating Flash Crowd Event from DoS Attacks. 
They used Bayes decision rule for Bayes inferences 
and Radial Basis Function Neural Network 
(RBFNN) for classifying DDoS attack traffic and 
normal traffic as part of their study. A neural 

network was used in [35] to detect the number of 
zombies involved in DDoS attacks. They aim to 
figure out the relationship between zombies and 
sample entropy using a feed-forward neural 
network. 
 In [36] used Artificial Neural Networks (ANN) to 
detect DDoS attacks, comparing the results with 
decision trees, ANN, entropy, and Bayesian 
methods. The authors identified users’ requests to a 
specific resource and their communicative data. 
Then samples of such requests are sent to the 
detection systems to be judged for abnormalities. In 
[37] proposed the most frequently used kNN 
algorithm for detecting the different types of 
anomalies in the network. By using the kNN 
algorithm, a maximum number of bots in the 
network were identified. Accuracy was improved 
compared to any algorithm in detecting the 
unknown attacks. In [38] describes the detection of 
attacks using classification algorithms to monitor 
the incoming and outgoing packets in the network 
and also to compile the TCP SYN and ACK flags in 
the network. Some other applications of Machine 
Learning can be found in [42], [43], [44], [45], [46] 
and [47]. 
 

3 Experimental Results & Discussion 

of Performance Metrics  

The CAIDA dataset is used in the experiment as the 
attack component. Data collected on the SSE 
network provided the normal traffic component. 
Classification of attack and normal traffic is done 
using an open-source tool called KNIME version 3. 
The different machine learning algorithms are used 
to analyze the DDoS attack detection. The 
efficiency of the algorithm analyzed based on 
different performance metrics is given below.  
 

3.1 False-positive rate (FPR) 

Machine learning models subsets are evaluated by 
means of an accuracy performance metric called  
False positive rate(FPR).In this,accuracy 
measurement is done by making comparisons 
between the ground truth and the models output.In 
the case of supervised learning,the underlying data 
is defined as well as described by the ground 
truth.FPR also termed as fall-out are the negative 
cases which are wrongly identified as positive 
cases.Positive class incorrect prediction is termed as 
false positive (FP) [38]. Negative class correct 
prediction is termed as True negative (TN). False-
positive rate (FPR) is the FP value divided by the 
summation of FP and TN. This metric helps in 
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analyzing algorithm efficiency in detecting the TCP 
SYN flood attack.  
Table 1 indicates that among the function classifiers 
SMO has ideal FPR. SGD and simple logistic 
perform at the same rate based on FPR. LWL has an 
FPR value of 0.08 and was found to perform better 
for SYN flood detection. One R has been identified 
as one of the good rule-based classifiers for TCP 
SYN flood detection. J-Rip and PART have an 
equal FPR of 0.16. The decision stump tree 
classifier has an ideal FPR value for DDoS attack 
detection. Figure 3 clearly shows onetime R and 
decision stump performs better with low FPR rate in 
detecting TCP SYN flood DDoS attack. 
 
 

 
 

Figure 3. FPR Comparison for Data mining and 
Machine learning algorithms 

 
 
3.2 Precision 

Positive predictive value shortly named precision is 
one of the important evaluation metrics for data 
mining algorithms. Hence this metric plays a vital 
role in detecting flood attacks. It is the fraction of 
pertinent occurrence among the recovered 
occurrences. Precision is defined as the intersection 
of relevant and retrieved documents divided by the 
retrieved documents. In short, precision is the ratio 
between True Positive value and summation of True 
positive and False positive [39]. 
From Table 1 we can infer MLP has a perfect 
precision value of 0.89 among the function 
classifiers. LWL lazy classifier has a classic 
precision value for detecting TCP SYN flood 
attacks. Rule-based classifier Decision table (DT) 
has a fine precision value for DDoS attack 
detection. Decision stump and J-48 have an 
equivalent excellent precision value of 0.93 for layer 
4 DDoS attack detection. It can be easily visualized 
from the below Figure 4 that the tree classifiers 
decision stump and J-48 performs better while 

precision is considered as an evaluation metric for 
TCP-SYN flood attack detection. 
3.3 Precision 

Recall commonly known as sensitivity is a 
quantitative evaluation metric. It is the ratio of 
retrieved relevant documents to the total relevant 
documents. In short, recall is defined as the ratio 
between the true positive and a total number of true 
positive and false negative [40]. Recall value 
estimates data mining algorithm efficiency in 
detecting TCP SYN attack.  
From the above Table 1 we can infer the function 
classifier SMO has a satisfactory recall value to 
detect the flood-based attack. IBK Lazy Classifier 
has a recall value identical to SMO and performs 
better in detecting DDoS among the Lazy 
Classifiers. The Rule-based Classifier One R (OR) 
has an exemplary Recall value of 0.95 and achieves 
better DDoS detection among the Rule-based 
Classifiers. The Hoeffding tree classifier has an 
outstanding recall value among the tree classifiers in 
detecting the layer 4 DDoS attack. Figure 5 clearly 
shows that the Rule-based classifier one R has a 
high recall value of 0.95 and detects TCP-based 
DDoS attack efficiently. 
 

 
Figure 4. Precision Comparison graph for Data 

mining and Machine learning algorithms 
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Figure 5. Recall Comparison graph for Data mining 
and Machine learning algorithms 

 
3.4 F-measure 

F-measure shortly named as F or F1 is an accuracy 
test metric [41]. It is proposed to balance precision 
and recall. 1 is the best F1 score where 0 is the 
worst F1 score. As the name implies F1 is a function 
of precision and recall. F-measure is used for binary 
classification evaluation, search engine evaluation 
etc. A model is said to be accurate if it has a high F-
measure value. Hence, this is an indispensable 
measure in assessing the mining algorithm 
performance. F-measure is represented 
mathematically as a harmonic mean of recall and 
precision as follows 

𝐹 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 
 

 

Figure 6. F - Comparison graph for Data mining and 
Machine learning algorithms 

           
Table 1 shows that the simple logistic has a precise 
F-measure value for attack detection in a cloud-
based environment. The K-Star Lazy Classifier has 
a first-rate F-measure value in DDoS attack 
identification. The PART Rule-based Classifier has 
a fabulous F-measure value of 0.91 and carries out 
DDoS-based attack detection in a systematic 
manner. The Random forest algorithm has an 
absolute F-measure value while diagnosing the 
TCP-based flood attack in a cloud scenario. Figure 6 

indicates that the rule-based classifier PART has a 
good F-measure value and better detects the 
transport layer DDoS attacks. 
 

3.5 Receiver operating characteristic (ROC) 

ROC curve is a graphical chart for analyzing 
the capacity of the data mining algorithm. This 
curve is derived when TPR is plotted against 
FPR. This curve helps in the optimal selection 
of algorithms for TCP-SYN flood detection. If 
we have a greater area under the curve for a 
particular algorithm it means it performs better 
in attack detection. 

Simple logistics accomplish an outrageous 
DDoS detection rate among the Function 
Classifiers with a ROC value of 0.89. The K-
Star Lazy Classifier better catches the TCP-
based DDoS attack packets with a ROC value of 
0.87. PART has an impressive ROC value and 
hence detects the cloud-based Transport layer 
attack in a spectacular manner. The Random 
forest algorithm has a flawless ROC value and 
achieves flood attack detection at a faster rate. 
Figure 7 shows that PART has an ideal ROC 
value. 
 

 

Figure 7. ROC Area Comparison graph for Data 
mining and Machine learning algorithms 

 
Table 1. Experimental Results of Classification Algorithm Evaluation for TCP SYN Flood Attack   

  

Algorithms 
FPR 

Value 

Precision 

Value 

Recall 

Value 

F- 

Value 

ROC 

Area 

Naïve Bayes (NB) 0.50 0.83 0.88 0.84 0.84 
Bayes Net (BN) 0.41 0.76 0.84 0.82 0.82 

Naïve Bayes updateable (NU) 0.32 0.72 0.83 0.80 0.80 
Function logistic (FL) 0.41 0.80 0.85 0.88 0.88 

Multilayer perceptron (MLP) 0.20 0.89 0.86 0.87 0.87 
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Algorithms 
FPR 

Value 

Precision 

Value 

Recall 

Value 

F- 

Value 

ROC 

Area 

Stochastic gradient descent 
(SGD) 0.33 0.77 0.80 0.81 0.81 

Simple logistic (SL) 0.38 0.80 0.81 0.89 0.89 
Sequential minimal 
optimization (SMO) 0.16 0.88 0.89 0.86 0.86 

Voted perceptron (VP) 0.44 0.79 0.87 0.83 0.83 
IBK 0.33 0.78 0.89 0.82 0.82 

K-star (K) 0.25 0.84 0.84 0.87 0.87 
Locally weighted learning 

(LWL) 0.08 0.95 0.66 0.78 0.78 

Decision table (DT) 0.14 0.91 0.83 0.79 0.79 
J-Rip (JR) 0.16 0.87 0.86 0.89 0.89 

One R (OR) 0.05 0.92 0.95 0.81 0.81 
PART (PT) 0.16 0.89 0.88 0.91 0.91 

Decision stump (DS) 0.05 0.93 0.72 0.76 0.76 
Hoeffding tree (HT) 0.35 0.82 0.82 0.80 0.80 

J-48 0.08 0.93 0.93 0.84 0.84 
(Logistic model tree) LMT 0.33 0.82 0.82 0.83 0.83 

Random forest (RF) 0.20 0.76 0.89 0.89 0.89 
REP tree (REP) 0.82 0.81 0.81 0.78 0.78 

 
4 Conclusion  

As detection of DDoS attack has become more 
common in a distributed environment like Cloud, 
and it is essential to detect the attacks which cause 
service unavailability of Cloud. To identify such 
attacks, machine learning models can be used to 
train and test the attack detection datasets. This 
article analyzed the TCP-SYN flood attack detection 
for the CAIDA data set. Experimental results and 
graphs reveal that the decision stump has an ideal 
FPR as well as precision value. Similarly, PART has 
a good ROC and F-measure value while One-R has 
an excellent Recall value. Decision stump, PART, 
and One-R show meritorious performance in 
detecting OSI fourth layer TCP flood attack in a 
cloud domain. 
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