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Abstract: - Parallel interference cancellation is considered as a simple yet effective multiuser detector for direct 
-sequence code-division multiple-access (DS-CDMA) systems. However, system performance be deteriorated 
due to unreliable interference cancellation in the early stages. Thus, a detector with the partial parallel interfere-
nce cancellation in which the partial cancellation factors are introduced to control the interference cancellation 
level has been developed as a remedy. Although the partial cancellation factors are crucial, complete solutions 
for their optimal values are not available. In this paper, we consider a two-stage decoupled generalized receiver 
with the partial parallel interference cancellation. Using the minimum bit error rate (BER) criterion, we derive a 
complete set of optimal partial cancellation factors. This includes the optimal partial cancellation factors for pe-
riodic and aperiodic spreading codes in channels with the additive white Gaussian noise and multipath chann-
els. Simulation results demonstrate that the considered theoretical optimal partial cancellation factors agree clo-
sely with empirical ones. The proposed two-stage generalized receiver with the partial parallel interference can-
cellation using the derived optimal partial cancellation factors outperforms not only a two-stage, but also a 
three-stage conventional generalized receiver with the full parallel interference cancellation. 
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1 Introduction 
Direct-sequence code-division multiple-access (DS-
CDMA) is considered as promising technique in cel-
lular and personal communications. Conventional 
matched-filter receivers suffer from multiple access 
interference (MAI) and the near-far effect. A maxi-
mum-likelihood multiuser detector was proposed in 
[1] to mitigate these problems. Unfortunately, the 
computational complexity of this approach grows 
exponentially with the user number, prohibiting its 
practical applications. 
     Suboptimum receivers were then considered in 
[2]-[7] to reduce the computational complexity. The 
decorrelator, being a linear receiver, can effectively 
eliminate the MAI. However, it may greatly enhance 
the noise [8]. The linear minimum mean square err-
or (LMMSE) detector discussed in [8]-[11] is an im-
provement to the decorrelator and represents a com-
promise between interference suppression and noise 
enhancement. Although these suboptimal approach-
es are much simpler than the optimal solution, they 
require matrix inversion operations that are undesir-
able in practice. 
    In addition to the aforementioned linear detectors, 
another category of interest is the subtractive-type 
interference cancellation method. Cancellation of 

this type involves only vector operations making it a 
good candidate for real-world implementation. For 
particular desired user, the subtractive-type cancel-
ler estimates the interference from other users, rege-
nerates it, and cancels it from the received signal. 
This cancellation process can be carried out for each 
interfering user either successively, i.e., successive 
interference cancellation [12]-[14] or in parallel, i.e. 
parallel interference cancellation [15]-[19]. Implem-
entation of the successive interference cancellation 
allows us to estimate and cancel MAI one by one 
while under employment of parallel interference ca-
ncellation all interferences are cancelled simultaneo-
usly. 
     Using the successive interference cancellation it 
is possible to reach better performance in comp-
arison with the parallel interference cancellation. 
However, its computational complexity is higher 
and processing delays are larger. There are two ty-
pes of parallel interference cancellation classified 
according to the tentative decision devices used in 
each stage, namely, the hard-decision parallel inter-
ference cancellation [15]-[22] and the soft-decision 
parallel interference cancellation [16], [20], [23]-
[25]. It has been observed that the hard-decision pa-
rallel interference cancellation can provide better 
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performance in comparison with the soft-decision 
parallel interference cancellation [26]. 
     Conventional receivers with the parallel interfer-
ence cancellation permit us a full MAI cancellation. 
One problem associated with this approach is that 
the MAI estimate may not be reliable in the earlier 
cancelling stages. This makes the parallel interfere-
nce cancellation less effective when the number of 
users is large. The partial parallel interference can-
cellation detector has been proposed in which partial 
cancellation factors are introduced to control the in-
terference cancellation level as a remedy [20], [21], 
[27]. However, theoretical analysis of the partial 
hard-decision parallel interference cancellation is di-
fficult due to the nonlinear decision devices used in 
the receiver. Consequently, the optimal partial can-
cellation factors are usually obtained either by train-
ing via the least mean square adaptive algorithm 
[28] and [29] or theoretical derivation under some 
simplifying assumptions [30]. 
     It is well known that the least mean square algor-
ithm is simple but converges slowly. The approach-
es in [28]-[35] may not be adequate in fast fading 
environments. On the other hand, the optimal partial 
cancellation factors derived in [26], [37] are only 
valid when the number of users is small. The optim-
al partial cancellation factors for soft-decision paral-
lel interference cancellation are derived in [37]. Ho-
wever, these results can be applied only to a perfect 
power control scenario. As mentioned above, the 
hard-decision parallel interference cancellation all-
ows us to get better performance in comparison with 
the partial soft-decision parallel interference 
cancellation. Although this seems intuitively reason-
able, it may not be true. The previous investigation 
demonstrate that for a two-stage canceller incorpo-
rated into the generalized receiver [34] with the op-
timal partial soft-decision parallel interference can-
cellation can deliver the similar performance as the 
generalized receiver based on the optimal partial 
hard-decision parallel interference cancellation. 
     A complete partial parallel interference cancella-
tion requires )1( KK  partial cancellation factors, 
where K is the number of users and the computatio-
nal complexity is high. Simplified the partial parall-
el interference cancellation has been proposed, in 
which only K partial cancellation factors are needed. 
Two structures are commonly used for simplified 
partial parallel interference cancellation. We call 
them the coupled and decoupled structures. In the 
coupled structure, each user output is related to all K 

partial cancellation factors [28], [29] while in the 
decoup-led structure, each user output is only rela-
ted to a specific partial cancellation factor. 

     The hard-decision parallel interference cancella-
tion mentioned above uses the coupled structure. 
While the partial soft-decision parallel interference 
cancellation described in [21] used a decoupled stru-
cture, the optimal partial cancellation factors were 
not derived. A complete comparison of these two 
structures is not available in the literature. Our prim-
ary study [26] demonstrates that both receivers’ 
structures employing the optimal partial cancellation 
factors have the similar performance. Since optimiz-
ing one partial cancellation factor is much easier 
than optimizing K partial cancellation factors, it is 
preferable to deal with the decoupled structure. 
     In the present paper, we focus on the generalized 
receiver constructed based on the generalized appro-
ach to signal processing in noise [38]-[41] with two-
stage partial soft-decision parallel interference can-
cellation using a decoupled structure. Our motivati-
on to use the two-stage signal processing is that it 
requires a low computational complexity and is par-
ticularly suitable for real-world implementation. As 
indicated in [21] that in higher stage processing, the 
partial cancellation factors will approach unity for 
stages greater than two. In other words, the partial 
cancellation factors in the second stage will domina-
te system performance. 
     We first consider the additive white Gaussian no-
ise channel and derive the optimal partial cancellati-
on factors for systems employing periodic codes. 
The criterion for optimization is the bit error rate 
(BER) performance. We then extend the result to sy-
stems with aperiodic spreading codes. Finally, we 
consider the optimal partial cancellation factors with 
multipath channels. Simulation results show that the 
performance of the proposed theoretical optimal pa-
rtial cancellation factors is close to that of empirical 
ones. In addition, the optimal two-stage partial soft-
decision parallel interference cancellation outper-
forms not only the two-stage full soft-decision paral-
lel interference cancellation, but also the three-stage 
full soft-decision parallel interference cancellation. 
     The remainder of the present paper is organized 
as follows. In Section 2 the main functioning princi-
ple of the generalized receiver are delivered. In Sec-
tion 3, we describe the generalized receiver structu-
res with the two-stage full and partial soft-decision 
parallel interference cancellation. In Sections 4 and 
5, we derive the optimal partial cancellation factors 
with periodic and aperiodic codes, both in the addi-
tive white Gaussian noise and multipath channels. 
Simulation results are presented and discussed in 
Section 6. Finally, the conclusions are given in Sec-
tion 7. 
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2 Generalized Receiver 
The generalized receiver is constructed in accordan-
ce with the generalized approach to signal process-
ing in noise [38]-[41]. The generalized approach to 
signal processing in noise introduces an additional 
noise source that does not carry any information ab-
out the parameters of desired transmitted signal with 
the purpose to improve the signal processing system 
performance. This additional noise can be consider-
ed as the reference noise without any information 
about the parameters of the signal to be detected. 
     The jointly sufficient statistics of the mean and 
variance of the likelihood function is obtained under 
the generalized approach to signal processing in noi-
se employment, while the classical and modern sig-
nal processing theories can deliver only a sufficient 
statistics of the mean or variance of the likelihood 
function. Thus, the generalized approach to signal 
processing in noise implementation allows us to ob-
tain more information about the parameters of the 
desired transmitted signal incoming at the generaliz-
ed receiver input. Owing to this fact, the detectors 
constructed based on the generalized approach to si-
gnal processing in noise technology are able to imp-
rove the signal detection performance of signal pro-
cessing systems in comparison with employment of 
other conventional detectors. 
     The generalized receiver (GR) consists of three 
channels (see Fig.1): the GR correlation detector 
channel (GR CD) – the preliminary filter (PF), the 
multipliers 1 and 2, the model signal generator 
(MSG); the GR energy detector channel (GR ED) – 
the PF, the additional filter (AF), the multipliers 3 
and 4, the summator 1; and the GR compensation 
channel (GR CC) – the summators 2 and 3, the acc-
umulator 1. The threshold apparatus (THRA) device 
defines the GR threshold. 

     As we can see from Fig.1, there are two bandpass 
filters, i.e., the linear systems, at the GR input, nam-
ely, the PF and AF. We assume for simplicity that 
these two filters or linear systems have the same am-
plitude-frequency characteristics or impulse respon-
ses. The AF central frequency is detuned relative to 
the PF central frequency.  
     There is a need to note the PF bandwidth is mat-
ched with the transmitted signal bandwidth. If the 
detuning value between the PF and AF central freq-
uencies is more than 4 or 5 times the transmitted si-
gnal bandwidth to be detected, i.e. sf54 , where 

sf is the transmitted signal bandwidth, we can be-
lieve that the processes at the PF and AF outputs are 
uncorrelated because the coefficient of correlation 
between them is negligible (not more than 0.05). 
This fact was confirmed experimentally in [42] and 
[43] independently. 
     Thus, the transmitted signal plus noise can be ap-
peared at the GR PF output and the noise only is ap-
peared at the GR AF output. The stochastic process-
es at the GR AF and GR PF outputs present the inp-
ut stochastic samples from two independent freque-
ncy-time regions. If the discrete-time noise ][kwi at 
the GR PF and GR AF inputs is Gaussian, the disc-
rete-time noise ][ki  at the GR PF output is Gaussi-
an too, and the reference discrete-time noise ][ki at 
the GR AF output is Gaussian owing to the fact that 
the GR PF and GR AF are the linear systems and we 
believe that these linear systems do not change the 
statistical parameters of the input process. Thus, the 
GR AF can be considered as a generator of the refe-
rence noise with a priori information a “no” trans-
mitted signal (the reference noise sample) [28, Cha-
pter 5].  The noise at the GR PF and GR AF outputs 
can be presented as 

 

 
 

Fig. 1.  Generalized receiver. 
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where ][mgPF and ][mgAF are the impulse responses 
of the GR PF and GR AF, respectively.  
     In a general, under practical implementation of 
any detector in wireless communication system with 
sensor array, the bandwidth of the spectrum to be 
sensed is defined. Thus, the GR AF bandwidth and 
central frequency can be assigned, too (this band-
width cannot be used by the transmitted signal beca-
use it is out of its spectrum). The case when there 
are interfering signals within the GR AF bandwidth, 
the action of this interference on the GR detection 
performance, and the case of non-ideal condition 
when the noise at the GR PF and GR AF outputs is 
not the same by statistical parameters are discussed 
in [44] and [45]. 
     Under the hypothesis 1H (“a yes” transmitted sig-
nal), the GR CD generates the signal component 

][][ ksks i
m
i caused by interaction between the model 

signal ][ksm
i , forming at the MSG output, and the in-

coming signal ][ksi , and the noise component ][ksm
i   

][ki caused by interaction between the model sig-
nal ][ksm

i  and the noise ][ki at the PF output. GR 
ED generates the transmitted signal energy ][2 ksi and 
the random component ][][ kks ii  caused by interac-
tion between the transmitted signal ][ksi and the noi-
se ][ki at the PF output. The main purpose of the 
GR CC is to cancel completely in the statistical sen-
se the GR CD noise component ][][ kks i

m
i  and the 

GR ED random component ][][ kks ii  based on the 
same nature of the noise ][ki . The relation between 
the transmitted signal to be detected ][ksi and the 
model signal ][ksm

i  is defined as: 

                                 ,   ][ ][ ksks i
m
i                         (2) 

where  is the coefficient of proportionality. 
     The main functioning condition under the GR 
employment in any signal processing system includ-
ing the communication one with radar sensors is the 
equality between the parameters of the model signal 

][ksm
i and the incoming signal ][ksi , for example, by 

amplitude. Under this condition it is possible to can-
cel completely in the statistical sense the noise com-

ponent ][][ kks i
m
i  of the GR CD and the random co-

mponent ][][ kks ii  of the GR ED. Satisfying the GR 
main functioning condition given by (2), ][ksm

i   
][ksi , 1 , we are able to detect the transmitted si-

gnal with the high probability of detection at the low 
SNR and define the transmitted signal parameters 
with the required high accuracy. 
     Practical realization of the condition (2) at   1  
requires increasing in the complexity of GR structu-
re and, consequently, leads us to increasing in com-
putation cost. For example, there is a need to emp-
loy the amplitude tracking system or to use the off-
line data samples processing. Under the hypothesis 

0H  (“a no” transmitted signal), satisfying the main 
GR functioning condition (2) at 1 we obtain on-
ly the background noise ][][ 22 kk ii   at the GR out-
put. 
     Under practical implementation, the real structu-
re of GR depends on specificity of signal processing 
systems and their applications, for example, the rad-
ar sensor systems, adaptive wireless communication 
systems, cognitive radio systems, satellite communi-
cation systems, mobile communication systems and 
so on. In the present paper, the GR circuitry (Fig.1) 
is demonstrated with the purpose to explain the ma-
in functioning principles. Because of this, the GR 
flowchart presented in the paper should be consider-
ed under this viewpoint. Satisfying the GR main fu-
nctioning condition (2) at 1 , the ideal case, for 
the wireless communication systems with radar sen-
sor applications we are able to detect the transmitted 
signal with very high probability of detection and 
define accurately its parameters. 
     In the present paper, we discuss the GR implem-
entation in the broadband space-time spreading MC 
DS-CDMA wireless communication system. Since 
the presented GR test statistics is defined by the sig-
nal energy and noise power, the equality between 
the parameters of the model signal ][ksm

i and trans-
mitted signal to be detected ][ksi , in particular by 
amplitude, is required that leads us to high circuitry 
complexity in practice. 
     For example, there is a need to employ the ampli-
tude tracking system or off-line data sample proces-
sing. Detailed discussion about the main GR functi-
oning principles if there is no a priori information 
and there is an uncertainty about the parameters of 
transmitted signal, i. e., the transmitted signal para-
meters are random, can be found in [38], [39, Chap-
ter 6, pp.611–621 and Chapter 7, pp. 631–695]. 
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     The complete matching between the model signal 
][ksm

i
and the incoming signal ][ksi , for example by 

amplitude, is a very hard problem in practice becau-
se the incoming signal ][ksi depends on both the fad-
ing and the transmitted signal parameters and it is 
impractical to estimate the fading gain at the low 
SNR. This matching is possible in the ideal case on-
ly. The GD detection performance will be deteriora-
ted under mismatching in parameters between the 
model signal ][ksm

i
and the transmitted signal ][ksi  

and the impact of this problem is discussed in [46]-
[49], where a complete analysis about the violation 
of the main GR functioning requirements is presen-
ted. The GR decision statistics requires an estimati-
on of the noise variance 2

  using the reference noi-
se ][ki at the AF output. 
      Under the hypothesis 1H , the signal at the GR PF 
output, see Fig. 1, can be defined as 

                        ][][][ kkskx iii   ,                      (3) 

where ][ki is the noise at the PF output and 

                          ][][][ kskhks ii  ,                          (4) 

where ][khi are the channel coefficients. Under the 
hypothesis 0H and for all i and k, the process ][kxi       

][ki at the PF output is subjected to the complex 
Gaussian distribution and can be considered as the 
i.i.d. process. 
     In the ideal case, we can think that the signal at 
the GR AF output is the reference noise ][ki with 
the same statistical parameters as the noise ][ki . In 
practice, there is a difference between the statistical 
parameters of the noise ][ki and ][ki . How this di-
fference impacts on the GR detection performance is 
discussed in detail in [39, Chapter 7, pp. 631-695] 
and in [50] and [51], 

The decision statistics at the GR output present-
ed in [40, Chapter 3] and [41] is extended for the ca-
se of antenna array when an adoption of multiple an-
tennas and antenna arrays is effective to mitigate the 
negative attenuation and fading effects. The GR de-
cision statistics can be presented in the following 
form: 
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where 

                         )1(),...,0(  NxxX                      (6) 

is the vector of the random process at the GR PF 
output and GRTHR is the GR detection threshold. 
     Under the hypotheses 1H and 0H when the amplitu-
de of the transmitted signal is equal to the amplitude 
of the model signal, ][][ ksks i

m
i   i.e., 1 , the GR 

decision statistics )(XGDT  takes the following form 
in the statistical sense, respectively 
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In (7) the term s

N

k

M

i i Eks  

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1
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2 ][ corresponds to 
the average transmitted signal energy, and the term 
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k

M

i i kk  is the background 
noise at the GR output. The GR output background 
noise is a difference between the noise power at the 
GR PF and GR AF outputs. Practical implementati-
on of the GR decision statistics requires an estimati-
on of the noise variance 2

 using the reference noise 
][ki at the AF output. 

3 System Model 
Consider the synchronous CDMA system accommo-
dating K users. Let )(tx denote the received signal 
for a certain bit interval, )(tsk is the k-th user’s trans-
mitted signal, )(tw is the additive white Gaussian no-
ise (AWGN). The equivalent baseband received sig-
nal can be presented in the following form: 

],0[  ),()()()()(
11

TttwtabAtwtstx
K

k

kkk

K

k

k  


(8) 

where kA is the k-th user’s amplitude, kb is the k-th 
user’s data bit, ][tak denotes its signature waveform, 
and T is the bit period. The signature waveform can 
be expressed as 

                    )()(
1

0
,






N

i

cTikk iTtata
c

                 (9) 

where }1,1{, NNa ik  is the binary spreading 
chip sequence for user k, N is the processing gain, 

cT is the rectangular pulse waveform with support 

cT and unit amplitude, cT is the chip period. 
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     The first stage of the generalized receiver with 
the parallel interference cancellation is the conventi-
onal bank of generalized receivers. The output can 
be presented in the following form  

 

T

m
kk dttxtatxy

0

2 )]()()(2[  

                   k

kj

jkkkkk bAbA   


  ,              (10) 

where 

                        
T

kjjk dttata

0

)()(                      (11) 

is the coefficient of correlation and 

                      

T

kkk dttt

0

22 )]()([                     (12) 

is the background noise forming at the generalized 
receiver output after dispreading (see Section 2). As 
it was discussed in Section 2, the GR CD noise com-
ponent and the GR ED random component are can-
celled in the statistical sense if the main functioning 
condition of the generalized receiver (2) is satisfied 
(for simplicity of analysis we assume that 1 ). 
     It can be seen that the output metric in (10) cons-
ists of three components: the desired signal, the first 
term; the MAI, the second term; and the background 
noise k of the generalized receiver, the third term. 
The conventional generalized receiver makes a deci-
sion based on the statistics ky given in (10). Thus, 
MAI is treated as another noise source. When the 
number of users is high, MAI will seriously degrade 
the system performance. A parallel interference can-
cellation, being a multiuser detection scheme, is pro-
posed to alleviate this problem. Let )(ˆ txk be the inte-
rference-subtracted signal for user k given by  

                      



kj

jk tstxtx )(ˆ)()(ˆ   ,                 (13) 

where )(ˆ ts j is the regenerated signal for user j. For 
the soft-decision parallel interference cancellation 
this signal is obtained by 

                           )()(ˆ tayts jjj    .                       (14) 

Thus, the output signal in the second stage is then 

                   

T

k
m
kkk dttxtatxz

0

2 )](ˆ)()(ˆ2[  .             (15) 

Finally, the symbol data is detected as )sgn(ˆ
kk zb  . 

     In principle, the interference cancellation proce-
dure in (13)-(15) can be repeated with multiple sta-
ges to obtain better performance. It is apparent from 
(10) and (14) that the regenerated signal is noi-sy. 
Thus, fully cancelling the regenerated interferen-ce 
may not yield the best results. One solution to this 
problem is to partially cancel the interference. This 
idea is implemented by modifying (13) in the 
following form 

                    



kj

jjkk tsCtxtx )(ˆ)()(ˆ   .             (16) 

The constants jkC are called the partial cancellation 
factors for the user k and their amplitudes should re-
flect the fidelity of the interference estimate. The 
structure of the generalized receiver with three sta-
ges of partial soft-decision parallel interference can-
cellation with three users is presented in Fig. 2. 
     Generally, the )1(  KK partial cancellation fa-
ctors are needed for a two-stage partial parallel inte-
rference cancellation. It is apparent that the compu-
tational complexity of the partial parallel interferen-
ce cancellation is high when the number of users is 
large on the order of )( 2KO . Two simplified struc-
tures, whose complexities are on the order of )(KO , 
were investigated in [51]. The first one corresponds 
to the case for that jjk CC  in (16). In this case, all 
regenerated signals are first weighted and then sum-
med. Thus, each regenerated interference signal in 
(16) has the individual partial cancellation factor 
and the signal to be estimated is a function of all 
partial cancellation factors. We call this structure the 
coupled structure. 
     The other structure is one, in which kjk CC  . In 
this case, all regenerated signals are summed first 
and then weighted. Thus, there is one partial cancel-
lation factor for the signal to be estimated. We thus 
call this structure the decoupled structure. A thoro-
ugh discussion of both structures is not available in 
the literature. Optimal partial cancellation factors 
have only derived for the coupled structure under 
equal power scenarios [52], [53]. In what follows, 
we focus our attention on the generalized receiver 
with the two-stage partial soft-decision parallel in-
terference cancellation, which has the decoupled 
structure. Primary simulation results in Section 6 de-
monstrate that both parallel interference cancellation 
structures with the optimal partial cancellation fact-
ors have the similar performance. 
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Fig. 2. Generalized receiver structure with the partial soft-decision parallel interference cancellation. 
 

4 Optimal Partial Cancellation Fac-  

tors for Additive White Gaussian 

Noise Channels 
In this section, we derive the optimal partial cancel-
lation factors for the two-stage partial soft-decision 
parallel interference cancellation under the additive 
white Gaussian noise channel. For simplicity of des-
cription, we only give the results associated with sy-
nchronous transmission. Periodic and aperiodic 
spreading codes are both considered. 

4.1 Periodic code scenario 
Assuming perfect chip synchronization, we first sa-
mple the received continuous-time signal in (8) with 
the period cT . Let 

                T
cc TNxTxx ])1((,),(),0([  x          (17) 

be the received signal sample vector; 

                    T
Nkkkk aaa ],,,[ 1,1,0,  a                (18) 

be the k-th user’s spreading sequence vector, and 

              T
cc TNwTww ])1((,),(),0([  w         (19) 

be the noise sample vector. Based on (8), we have 

                          wax k 
k

kkbA   .                 (20) 

Thus, we can obtain the generalized receiver output 
process in the following form 

 k

kj

k
T
jjjkk

T
k

T
k bAbA ξaaxxaxy  



2   . (21) 

Note that k
T
j aa is the discrete version of the correlati-

on coefficient jk shown in (11) and kξ is the discrete 
-time version of the background noise (12) of the 

generalized receiver. Thus (21) can be rewritten in 
the following scalar form 
                 k

kj

jkkkkkk bAbAy   


  .           (22) 

     For the second stage of the partial soft-decision 
interference cancellation with the decoupled structu-
re of the generalized receiver the regenerated signal 
for the user k takes the following form 

                             



kj

jkk C sxx ˆˆ   ,                 (23) 

where jjj y as ˆ . The second stage output is then 





kj

jkjkkk
T
kk yCyz ax̂  

k

kj

jkjjkk bAbA   


 

 
  















kj

jkj

jm

mjmmjjk bAbAC   




















kj

jkjkk

kj

jkkkk CCbA  21  

         
 
















kj kjm

mkjmkjkkjkjj CCbA

,

  .     (24) 

The bit error probability for the user k denoted as 
)( kerror zP can be written as 

 )1|()1|(5.0)(  kkkkkerror bzPbzPzP  

                             )1|(  kk bzP   .                     (25)  

     In (25) we assume that the occurrence probabili-
ties for 1kb and 1kb are equal, and the probabi-
lities of error at 1kb and 1kb are also equal. As 
we can see, there are three terms in (24). The first 
term corresponds to the desired user bit. If we let 
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1kb , it is the deterministic value. The second term 
corresponds to the noise interference, which is Gau-
ssian distributed. The third term corresponds to the 
interference from other users and each interference 
is subjected to the binomial distribution. Note that 
the correlation coefficients in (24) are small and the 
CDMA wireless communication systems are usually 
operated in low signal-to-noise (SNR) environments. 
The variance of the third term is then much smaller 
than that of the second term. Thus, we can assume 
that kz conditioned on 1kb is subjected to the Gaus-
sian distribution. The probability of error takes the 
following form: 

                      















k

k
kerror QzP

V
M)(   ,                 (26) 

where }{Q is the Q-function and the mean and vari-
ance can be determined in the following form 

                       2]}1|[{  kkk bzEM   ;                (27) 
                            kkk zE MV  )( 2   .                   (28) 
Note that the expectations in (27) and (28) are ope-
rated on interfering user bits and noise. Let 

                             Nw
TE Iww

2)(                       (29) 
and 
                             22

wjj ASNR    .                    (30) 

Evaluating (27), we obtain 

                     22 )1( kkkk CA M   ,                    (31) 
where 
                            




kj

jkk
2  .                           (32) 

Similarly, we obtain the variance as 

            )2( ,3,2
2

,1
2

kkkkkwk CC V   ,        (33) 

where the coefficients of kV are represented by 

2

,
,1  

  














kj kjm

mkjmjkjk SNR   

                      
  















kj kjm

jkmkjmjk

,

2    ;       (34) 

 
 

















kj

jk

kj kjm

jkmkjmjkjk SNR ;2

,

22
,2   

(35)  
                     122

,3  
kj

jkjk SNR   .                 (36) 

The optimal partial cancellation factors for the user 
k can be determined as 

}{maxarg kk
C

opt
k

k

C VM  

               








 0:
k

k
k

k

k
k

opt
k

dC

d

dC

d
C

V
M

M
V  .       (37) 

Substituting (31) and (33) into (37) and simplifying 
the result, we have the following equation: 

)()[1( ,2,1,1 kkk
opt
kk

opt
k CC   

                           0],2,3  kkk  .                 (38) 

     We have two possible solutions now. The first 
solution for the first parenthesis is trivial since it 
makes the squared mean value kM in (31) equal to 
zero. The optimum partial cancellation factor takes 
the following form 

                       
kkk

kkkopt
kC






,2,1

,3,2   .                (39) 

     We also derive the optimal partial cancellation 
factors for the asynchronous CDMA wireless com-
munication system. The results are summarized in 
Appendix 1. In what follows, we discuss some spe-
cial cases to give better understanding of chara-
cteristics of the optimal partial cancellation factor. 
Let the correlations between any two user spreading 
codes be equal, i.e.  jk at kj  , and the power 
control be perfect, i.e. AAk  and SNRSNRk  . The 
optimal partial cancellation factor can then be expre-
ssed as  

                
)]2(1[1 


KSNR

SNR
Copt

k


   .          (40) 

     As we can see from (40), the optimal partial can-
cellation factor is smaller when  or K is larger, be-
cause when the correlations between user codes are 
higher and the number of users is larger, the MAI is 
larger, and the regenerated signal is unreliable. As a 
result, the partial cancellation factor should be smal-
ler. Also, when the user power is larger or the noise 
is smaller, the SNR is the higher, the optimal partial 
cancellation factor is the larger. If we assume that 
the noise is much smaller than the signal power, 
i.e. 1SNR , the optimal partial cancellation factor 
can be further simplified to  

                         
)]2(1

1



K

Copt
k


  .                (41) 

     Now the optimal partial cancellation factor is in-
dependent of the transmission signal power. The 
BER performance would also be saturated in this in-
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terference-limited region. From (40) we can also see 
that when the noise power is large, 1SNR , the 
optimal partial cancellation factor tends to be small, 

0kC . Note that the effect of the processing gain 
N is reflected in the receiving SNR. If N is larger, the 
receiving SNR will become smaller. 

4.2 Aperiodic code scenario 
In commercial CDMA wireless communication sy-
stems the users’ spreading codes are often modula-
ted with another code having a very long period. As 
far as the received signal is concerned, the spreading 
code is not periodic. In other words, there will be 
many possible spreading codes for each user. If we 
use the result derived above, we then have to calcu-
late the optimum partial cancellation factors for each 
possible code and the computational complexity will 
become very high. Since the period of the modulat-
ing code is usually very long, we can treat the code 
chips as independent random variables and approxi-
mate the correlation coefficients jk , as the Gaussi-
an random variable. As a result, the expectations in 
(27) and (28) can be further operated on jk . This 
greatly simplifies the optimal partial cancellation fa-
ctor evaluation. We now rewrite (26) in the follow-
ing form 

                















}{
}{)( )(

)(

l
k

l
k

kerror
E

E
QzP

V
M

L

L   ,            (42) 

where }{LE denotes the expectation operator over 
the spreading code set L and )(l

kM and )(l
kV are the 

expected squared mean and variance of kz , respect-
tively, given the l-th possible code in L . Letting 

                             



kj

jk SNRI 2   ,                      (43) 

and considering jk as the Gaussian random variab-
le, and evaluating (27) and (28), we obtain  

             2)(2)( }]{1[}{ l
kkk

l
k ECAE  LL M   ,         (44) 

where 

                           
N

K
E l

k

1}{ )( 
L                       (45) 

and 
}{ )(l

kE VL  
}]{}{2}{[ )(

,3
)(
,2

2)(
,1

2 l
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l
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l
kw ECECE  LLL , 

(46) 
where 

}{ )(
,1
l
kE L  


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)3)(2()2(31
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)2)(1(1

N
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N
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


   ;              (47) 
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N
IE k

l
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121}{ 2
)(
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








 
L   ;      (48) 

                          1}{ )(
,3 

N

I
E kl

kL   .                   (49) 

     In the above expressions, the notation )(lX deno-
tes the value X given the l-th possible spreading co-
de inL . Equation (37) can be rewritten in the follo-
wing form: 


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



}{
}{maxarg )(

)(

l
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l
k
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k

E
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
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


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l
kl

k
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dE
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
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

 0}{}{
)(
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k

l
kl

k
dC

dE
E

V
M L

L   .           (50) 

Substituting (44)-(49) into (50) and simplifying the 
result, we finally obtain 

          
}{}{}{
}{}{}{

)()(
,2

)(
,1

)()(
,3

)(
,2

l
k

l
k

l
k

l
k

l
k

l
kopt

k
EEE

EEE
C






LLL

LLL   .   (51) 

As we can see, Eq. (51) only involves Eq. (45) and  

Eqs. (47)-(49) and these expressions are easy to 
work with. We further consider the case, in which 
the noise is small, KIk  . Equation (51) can be si-
mplified to 

                          
42 


KN

N
Copt

k   .                 (52) 

     This result is remarkably simple. We only require 
N and K to calculate the optimal partial cancellation 
factors. This will be useful in real-world applicati-
ons. 

5 Optimal Partial Cancellation Fac-  

tors for Multipath Channels 

5.1 Periodic code scenario 
Let the transfer function for the user k’s channel be 

                         





L

i

ikk
ikzhzH

1
,

,)(   .                 (53) 

As we can see from (53), the number of paths is L 
and the gain and delay for the i-th channel path are 
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ikh , and ik , , respectively. We use two vectors to re-
present these parameters 

                       T
Lkkkk ],,,[ ,2,1,  t                  (54) 

and 
                     T

Lkkkk hhh ],,,[ ,2,1, h  .               (55) 

     Let Lkkk ,2,1,    and the channel power is 

normalized, i.e. 1,
2
,  ik ikh . Without loss of genera-

lity, we may assume that 01, k for each user and L 
is the maximum possible number of paths. When a 
user’s path number, say L , is less than L, we can let 
all elements in ik , and ikh , be zero for  iL 1  L . 
We may also assume that the maximum delay is 
much smaller than the processing gain N [54]. Befo-
re our formulation, we first define the LN  )12(  
composite signature matrix kS in the following form 

                      ]~,,~,~[ ,2,1, Lkkkk aaaS    ,               (56) 

where ik ,
~a is the vector containing i-th delayed sprea-

ding code for the user k. It is defined as 

                    T

N

T
kik

ikik

]0,,0,,0,,0[~
1

,

,, 











aa  .             (57) 

     Since a multipath channel is involved, the current 
received bit signal will be interfered by previous bit 
signals. As mentioned above, the maximum path de-
lay is much smaller than the processing gain. The 
interference will not be severe and for simplicity, we 
may ignore this effect. Let 

                                   kkk hSf   .                        (58) 

As that in (20), we can obtain the received signal 
vector as 

                            wfx 
k

kkkbA   .                 (59) 

To have better results, we use the maximum ra-tio 
rake combining scheme in the generalized recei-ver. 
Let 

                                










.  ;  

  ;

kkk

k
T
jjk



 ff
                       (60) 

The output of the generalized receiver takes the foll-
owing form 

k

kj

k
T
jjjk

T
kkk

T
k

T
k bAbAy ξffffxxfx  



2  

                  k

kj

jkjjkkk bAbA   


 .            (61) 

This result is similar to that in (21) except that jk is 
replaced by jk . For the second stage of the partial 
soft-decision parallel interference cancellation, the 
regenerated signal takes the following form 

              



kj

jjk

kj

jkk yCC fxsxx ˆˆ  .       (62) 

We then have the output signal for the second stage 
as 

T
kkk

T
kkz xxfx  2  




















kj

jkjkk

kj

kjkkkk vCvCbA  2
,  

      
  















kj kjm

mkjmkjkkjkjj CCbA
,

  .    (63) 

     As previously, we assume that kz is approximated 
by the Gaussian probability distribution density, the 
interfering bits and noise are random, and paramet-
ers jkkkk SNRKN ,,,,, ht  are known beforehand. 
Thus, the output probability of error is expressed as 
in (26) where the squared mean for kz , similar to 
that of (31), is obtained from (27) and (63) in the fo-
llowing form 

                        22 )( kkkkk CA  M   ,               (64) 

where 
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


kj

jkk
2                         (65) 

and the variance is obtained from (28) and (63) as 
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2
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2

kkkkkwk CC V   ,        (66) 

where 
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(68) 
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
kj

jkjkjk SNR  22
,3  .             (69) 

     The optimal partial cancellation factor derivation 
for the multipath channels is similar to that in (37). 
Substituting (64) and (66) into (37), we then obtain 
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kkkk

kkkkopt
kC






,2,1

,3,2




  .              (70) 

5.2 Aperiodic code scenario 
If aperiodic codes are utilized, the correlation coeffi-
cients jk can be considered as the Gaussian random 
variables. Using the method in Section 4 we can ob-
tain the corresponding optimal partial cancellation 
factors. From (64) we have the expected squared 
mean in the following form 

2)()(2)()( }]{{[}{ l
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l
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l
k ECEAE  LLL M   

                       2)(2 }]{1[ l
kkk ECA  L                   (71) 

and the variance takes the form 
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(72) 

     Comparing (71) and (72) with (44)-(46), we see 
that the optimal partial cancellation factor here is si-
milar to that in (50). We then have the partial cance-
llation factor in the following form 
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     Unlike that in the additive white Gaussian noise 
channel, the result for the aperiodic code scenario is 
more difficult to obtain because there are more cor-
relation terms in (65) and (67)-(69) to work with. 
Before evaluating expectation terms in (73), we de-
fine some functions as follows: 

                           qkpjjk hhqph ,,),(    ;                 (74) 
                         qkpjjk qp ,,),(     ;               (75) 

                            qk
T

pjjk qp ,,
~~),( aa   .               (76) 

Thus, (74)-(76) define some relative figures between 
the p-th channel path of the j-th user and q-th chann-
el path of the k-th user. The notation ),( qph jk denot-
es the path gain product, ),( qpjk is the relative path 
delay, and ),( qpjk is the code correlation with the 
relative delay ),( qpjk . Expanding (67)-(69), we 
have seven expectation terms to evaluate. For pur-
pose of illustration, we show how to evaluate the 
first term, }{ 2

jkE L  here. By definition, the correla-
tion coefficient jk can be presented in the following 
form      
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The mathematical expectation of the correlation co-
efficient jk over all possible codes is then obtained 
in the following form: 







 
   

L

p

L

q

L

p

L

q

jkjkjk qpqphEE
1 1 1 1

1111
2

1 1 2 2

),(),(}{ L  

),(),( 2222 qpqph jkjk   


   


L

p

L

q

L

p

L

q

jkjk qphqph
1 1 1 1

2211
1 1 2 2

),(),(  

                   )},(),({ 2211 qpqpE jkjk   .           (78) 
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(79) 

     The coefficient 2N in (79) is only the normalizati-
on constant. Since the spreading codes are seen as 
random, only when ),( 11 qpjk is equal to ),( 22 qpjk  
will )(jkF be nonzero. Consider a specific set of ,{ 1p       

},, 221 qpq such that 

             0  ,  ),(),( 2211   qpqp jkjk  .      (80) 

We then have 
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N
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 (81) 

For 0 , we have the same result except that the 
sign of in (81) is plus. We then conclude that the 
function )(jkF in (79) takes the following form: 

),,,( 2211 qpqpjkF  

  


 


.  otherwise            ,  0 

,  ),(),( if  ,  || 2211  qpqpN jkjk    (82) 

Using (78), (79), and (82), we can evaluate }{ 2
jkE L  

in (67)-(69). The general formulations for the other 
six mathematical expectations and variances are su-
mmarized in Appendix 2. 
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     We now provide a simple example to show the 
multipath effect on the optimal partial cancellation 
factors. Let 1 , 22  k , then 
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In this case we can write 
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Note that the first terms in (85)-(88) are those in 
(45) and (47)-(49) which correspond to the optimal 
partial cancellation factors in the additive white Ga-
ussian noise channel of CDMA wireless communi-
cation system. Other terms are due to the multipath 
channel effect. It is evident to see that if  aG,0     

0bG and the metrics above are then degenerated to 
(45) and (47)-(49). 

6 Simulation Results 

6.1 Performance comparison for various 

partial parallel interference cancellation 

structures 
In this subsection, we provide the simulation results 
to verify the validity of our derived partial cancella-
tion factors. Before we do that, we present some co-
mparison results to justify the parallel interference 
cancellation structure we considered. First, we com-
pare the performance of the partial soft-decision pa-
rallel interference cancellation and that of the partial 
hard-decision parallel cancellation. We used period-
ic codes of length 31 as spreading codes. 
     Let 80 NbE dB, where 0

2 5.0 Nw , and assu-
me a perfect power control scenario. It is straightfor-

ward to see that in the perfect power control case, 
the optimal partial cancellation factors are equal for 
the coupled and decoupled structures. Figure 3 dem-
onstrates the BER performance versus the number of 
users K. Here, the optimal partial cancellation fact-
ors for the partial hard-decision parallel interference 
cancellation were determined empirically (trial and 
error with a resolution of 0.01). Surprisingly, we fo-
und that the optimal partial soft-decision parallel in-
terference cancellation outperformed the optimal 
partial hard-decision parallel interference cancellati-
on. This result differs from the result given in [36], 
[53]-[56] where the full soft-decision partial interfe-
rence cancellation was found to be inferior to the 
full hard-decision parallel interference cancellation. 
Additionally we made the performance comparison 
between the generalized receiver and matched filter. 
We see that generalized receiver outperforms the 
matched filter receiver by performance. 

 
Fig. 3. Performance comparison for hard- and soft-decisi-
on parallel interference cancellation ,( 5.0,31 

 NpN  
dB) 80 NbE . Optimal partial cancellation factors for 

the partial hard-decision parallel interference cancellation 
were obtained by trial and error and those for the soft-de-
cision parallel interference cancellation were obtained 
from (39): 1-conventional matched filter; 2-conventional 
generalized receiver; 3-full soft-decision parallel interfer-
ence cancellation; 4-full hard-decision parallel interferen-
ce cancellation; 5- partial soft-decision parallel interfere-
nce cancellation; 6- partial hard-decision parallel interfe-
rence cancellation.  

     In the second set of simulation, we made a comp-
arison between the performance of the coupled and 
decoupled structures using the partial soft-decision 
parallel interference cancellation. As mentioned ab-
ove, the optimal partial cancellation factors are equ-
al for both structures under perfect power control. 
Thus, we compared their performance in an imper-
fect power control scenario. The optimal partial can-
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cellation factors for the coupled structure were dete-
rmined empirically. 
     Let the number of users be three and the spread-
ing code be a periodic of length 31. We assume that 
the third user has the fixed SNR, i.e. 80 NbE dB, 
and the other two users have variable SNR, for exa-
mple, the first user has SNRSNREb  80N  
dB and the second user has  820 SNREb N    

SNR2 dB, respectively. Figure 4 represents the 
BER performance as a function of SNR  for these 
three structures. As we can see, both structures, 
coupled and decoupled, possess the similar BER 
performance. 

 
Fig. 4. Performance comparison for the coupled (solid li-
ne) and decoupled (dashed line) structures (three users 
with ,280 SNREb N dB) 8 and ,8 SNR . Optimal 
partial cancellation factors for the coupled structure were 
obtained by trial and error, and those for the decoupled 
structure were obtained from (51); 1-user #1; 2-user #2; 
3- user #3. 

6.2 Validity of derived partial cancellation 

factors 
In this subsection, we report simulation results dem-
onstrating the accuracy of theoretical solutions car-
ried out in previous sections for the optimal partial 
soft-decision parallel interference cancellation. A 
two-stage decoupled partial parallel interference ca-
ncellation is considered. For the simulations conduc-
ted, we used the Gold codes for periodic code syst-
ems and random codes for aperiodic code systems. 
Figure 5 gives the empirical and theoretical BER pe-
rformances for the generalized receiver with optimal 
partial soft-decision parallel interference cancellati-
on under the aperiodic code scenario. This figure 
shows the validity of the Gaussian approximation 
used in our derivation. As we can see, when the nu-
mber of users is smaller and the 0NbESNR  is hi-
gher, the Gaussian approximation is less valid. 

     Figure 6 demonstrates the optimal partial cancel-
lation factors in (39) and the empirical optimal parti-
al cancellation factors as a function of the number of 
users. The channel here is the asynchronous additive 
white Gaussian noise channel. The spreading codes 
are periodic and 80 NbE dB for each user. We 
can see from this figure that the theoretical optimal 
partial cancellation factors are very close to the em-
pirical ones in all cases. 

 
Fig. 5. BER performance of the generalized receiver with 
the partial soft-decision parallel interference cancellation 
as a function of 0NbE (aperiodic AWGN channels and 
perfect power control): 1-theoretical curve; 2-empirical 
curve. 

 
Fig. 6. Optimal partial cancellation factor (PCF) versus 
the number of users (Gold codes, asynchronous AWGN 
channels, 80 NbE dB, and perfect power control): 1-
theoretical curve; 2- empirical curve. 
 
     We then consider the optimal partial cancellation 
factors for the multipath channel. The assumed mul-
tipath channel is the two-ray channel with the transf-
er function 2648.0762.0)(  zzHk for all users. 
Theoretical optimal partial cancellation factors deri-
ved in (73) are compared with empirical partial can-
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cellation factors and the results are presented in Fig. 
7. We can observe that the theoretical results are al-
so matched with the empirical ones satisfactorily. 
Note that when the number of users is smaller, the 
theoretical values are less accurate. This is because 
when the number of users is small, the Gaussian ap-
proximation in (42) is less valid. This is also consis-
tent with the results observed in Fig. 5. 

 
Fig. 7. Optimal partial cancellation factor (PCF) versus 
the number of users (a periodic codes, multipath chann-
els, 100 NbE dB, and perfect power control): 1-theo-
retical curve; 2-empirical curve. 

6.3 BER performance comparison 
In what follows, we report the BER performance for 
the matched filter and generalized receivers with 
soft-decision parallel interference cancellation. Fig-
ure 8 demonstrates comparative analysis of perform-
ances between the conventional matched filter recei-
ver and generalized one in the case of the optimal 
two-stage partial soft-decision parallel interference 
cancellation, namely, the two-stage full soft-decisi-
on parallel interference cancellation and the three 
stage full soft-decision parallel interference cancell-
ation. From Fig. 8 we see that BER performance of 
the generalized receiver outperforms the matched fi-
lter performance. The spreading codes are periodic 
and the channel is the asynchronous channel with 
the additive white Gaussian noise, also, bESNR   

10/ 0 N dB and perfect power control is assumed. 
From Fig. 8, we can see that the optimal two-stage 
partial soft-decision parallel interference cancellati-
on possesses better performance in comparison with 
other cases. 

 

Fig. 8. BER performance versus the number of users 
(Gold codes, asynchronous AWGN channels, 0NbE    
10 dB, and perfect power control): 1- the matched filter 
receiver; 2- the generalized receiver; 3- the generalized 
receiver with 2- the stage partial soft-decision interferen-
ce cancellation; 4- the generalized receiver with the 2-sta-
ge full soft-decision interference cancellation; 5- the ge-
neralized receiver with 3-stage full soft-decision interfe-
rence cancellation. 

     The performance of the generalized receiver with 
the two-stage and three-stage soft-decision parallel 
interference cancellation is better than the performa-
nce of the conventional matched filter receiver. The 
performances of the generalized receiver with the 
two-stage and three-stage soft-decision parallel inte-
rference cancellation are worse in comparison with 
ones of the conventional generalized receiver when 
the number of users is large. The optimal two-stage 
partial soft-decision parallel interference cancellati-
on always is better than the conventional generaliz-
ed receiver performance. 
     Finally, Fig. 9 demonstrates the performance co-
mparison for the generalized receiver and Rake de-
tector considered in the previous sections for the ca-
se of the multipath channel. The simulation setup is 
identical to that in the previous cases except that the 
spreading code is a periodic. The partial cancellation 
factors for the optimal two-stage partial soft-decisi-
on parallel interference cancellation have been cal-
culated using (73). As in the case of channel with 
the additive white Gaussian noise, the performance 
of the generalized receiver with the optimal two-sta-
ge partial soft-decision parallel interference cancell-
ation outperforms the performance of other types of 
the generalized detectors. Additionally, we see a 
great superiority of employment of the generalized 
receiver in comparison with the Rake one in the co-
nsidered DS-CDMA wireless communication syst-
ems. 
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Fig. 9. BER performance versus the number of users (a 
periodic spreading codes, asynchronous multipath chann-
els, 100 NbE dB, and perfect power control): 1-the 
Rake receiver; 2-the generalized receiver; 3-the generali-
zed receiver with 2-stage partial soft-decision interferen-
ce cancellation; 4-the generalized receiver with 2-stage 
full soft-decision interference cancellation; 5-the genera-
lized receiver with 3-stage full soft-decision interference 
cancellation. 

6.4 Effect of imperfect parameter estimation 
In the optimal partial cancellation factor formulation 
we assume that the required parameters are perfectly 
known. In practice, this may not be always possible. 
Some parameters will have to be estimated for time-
varying channels which may introduce errors. The 
main parameters we need to know are the channel 
responses and the noise variance. Once the channel 
responses are known, kjkk SNRA ,, can be calculated 
accordingly. We model the channel estimation error 
as follows. Let ikkik hAg ,,  be the i-th path channel 
of the user k, and ikikik ggg ,,,  , where ikg , is the 
estimated channel response, ikg , is the actual respon-
se, and ikg , is the Gaussian random variable denot- 
ing the estimation error. 
     We first let the noise variance be exactly known 
and varied the channel estimation error. The perfor-
mance impact is shown in Fig. 10. The result corres-
ponds to the case in which the user number is six, 
the spreading code is a periodic, the channel is the 
multipath channel, and 100  NbESNR dB. In 
Fig. 10, 2

g is the variance of ikg , that is the same 
for ik, . Since the conventional generalized receiv-
er and the generalized receiver with the full soft-de-
cision parallel interference cancellation do not rely 
on channel information, the channel estimation error 
has no influence on their performance. The variation 
of the BER performance in Fig. 10 are due to the ra-
ndom data used in different runs. Additionally, we 

see a great superiority of employment of the genera-
lized receiver in comparison with the Rake one in 
the considered DS-CDMA wireless communication 
systems. 

 

Fig. 10. BER performance with channel estimation error 
(a periodic spreading codes, multipath channels, 6K  

100 NbE dB, and perfect power control): 1-the Rake 
receiver; 2-the generalized receiver; 3-the generalized re-
ceiver with 2-stage partial soft-decision interference can-
cellation; 4-the generalized receiver with 2-stage full soft-
decision interference cancellation; 5-the generalized rece-
iver with 3-stage full soft-decision interference cancellati-
on. 

     As we can see, the performance of the generaliz-
ed receiver with the partial soft-decision parallel in-
terference cancellation is not affected until 2

g    
09.0 . Note that the magnitude of the main path is 

0.762. Thus, the estimation error is quite high in this 
case. The second case we consider is the noise vari-
ance estimation error. The simulation setup is identi-
cal to the previous one. We let the channel respons-
es be known and varied the noise variance from 1.0   

2
w to 210 w , where 2

w is the actual noise varian-
ce. We find that the optimal soft-decision parallel 
interference cancellation performance is almost un-
affected. Thus, we conclude that the optimal partial 
soft-decision parallel interference cancellation has 
good immunity to parameter estimation errors. 

7 Conclusions 
In DS-CDMA wireless communication systems, 
MAI is considered as the main factor in the system 
performance degradation. Among multiuser detecti-
on schemes, the generalized receiver with the paral-
lel interference cancellation is considered as a simp-
le and effective approach. It has been shown that the 
performance of the generalized receiver with the pa-
rallel interference cancellation can be further impro-
ved if interference is not fully cancelled. The perfor-
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mance of the generalized receiver with the partial 
parallel interference cancellation depends totally on 
the partial cancellation factors. Thus, how to deter-
mine the partial cancellation factors optimally is 
then of great concern. 
     In the present paper, we have considered the ge-
neralized receiver with the two-stage decoupled par-
tial soft-decision interference cancellation and deriv-
ed a set of closed-form solutions for the case of opti-
mal partial cancellation factors. These partial cance-
llation factors are useful for periodic and aperiodic 
spreading codes in channels with the additive white 
Gaussian noise and those in multipath channels. Si-
mulation results show that the derived optimal parti-
al cancellation factors agree closely with empirical 
optimal partial cancellation factors. The performan-
ce of the generalized receiver with the optimal two-
stage partial soft-decision parallel interference can-
cellation outperforms the performance of the conve-
ntional generalized receiver when the number of us-
ers is more than 10 and has superiority in compari-
son with the generalized receiver with the two-stage 
full soft-decision parallel interference cancellation 
and even with the tree-stage full soft-decision paral-
lel interference cancellation. 
       We have also shown that performance of the ge-
neralized receiver with the derived partial cancellati-
on factors is not sensitive to parameter estimation 
errors. The optimal partial cancellation factors for 
aperiodic spreading code systems in AWGN chann-
el have a simple expression. This will be a great ad-
vantage for real world applications since the optimal 
partial cancellation factors can be determined effici-
ently online in a time-varying environment. 
     In the present paper, we are mainly concerned 
with BPSK modulation. Note that the same result 
can be extended to accommodate QAM modulation. 
In this case, however, we have to take the interferen-
ce between in phase quadrature components into ac-
count. It turns out that for the in phase or quadrature 
component of one user, we may treat the number of 
interfering users as 12 K . 

Appendix 1:Periodic Code System Op-

timal PCFs for Asynchronous AWGN 

Channels 
Let jkb , denote the i-th bit for the k-th user and k is 
the user delay. Then the received signal for asynch-
ronous channels can then be represented in the follo-
wing form 

 
k i

kTkkik twiTtiTtabtx ).()()()( , 

 
(88) 

We further define the relative delay between the us-
ers j and k as kjkj  , , and the cross-correlation 
functions are given by 
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and 
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     For simplicity, we use jk and jk̂ instead of 
)( jkjk  and )(ˆ

jkjk  in the sequel. The process at 
the output of the generalized receiver for the k-th us-
er’s i-the bit is obtained in the following form 
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where the delay index and noise term are expressed 
as jkl and ki . They are defined as  
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and (see Fig.1 and (7)) 
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     The regenerated received signal using the partial 
soft-decision parallel interference cancellation is gi-
ven by 
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Thus, the second stage output can be presented in 
the following form 
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Without loss of generality, we may assume that j  
., kjk  Then jl jk  ,1 and the result can be simp-

lified to 
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where jk and jk are defined in the following form 
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The squared-mean for ikz , is obtained from (27) and 
(96) in the following form 
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where 
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Similarly, the variance can also be obtained as 
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where 31 ,,  iki are defined in the following form 
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              1)ˆ( 222
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Thus, the optimal partial cancellation factor can be 
obtained by substituting (100) and (102)-(104) into 
(39). 

Appendix 2: Expressions for the Expe- 

cted Terms in (67)-(69) 

Extending the definition in (79) we have 

),,,,( 11 iijk qpqp F  

              )},(,),,({ 11 iijkjk
i qpqpEN    ,    (105) 

where i is the integer. To make this expression sim-
pler, we let },{ iii qpw . Then, (105) can be presen-
ted in the following form  

)}(,),({),,( 11 ijkjk
i

ijk EN wwww   F  . (106) 

We further omit the subscript in )(F and use the fo-
llowing notational substitution: 
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In what follows, six expected terms are given witho-
ut detailed derivation 

3
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The first term is (108). The second term is (109).The 
third term is (110). The fourth term is (111). The 
fifth term is (112). The sixth term is (113). 
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