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Abstract: - In this work, an ascendable low power 64-bit priority encoder is designed using a two-directional 
array to three-directional array conversion, and Split-logic technique and  6-bit is obtained as the output. By 
using this method, the high performance priority encoder can be achieved. In the conventional priority encoder, 
a single bit is set as an input, but for a priority encoder with 3-Darray, every input are specified in the matrix 
form. The I-bit input file is split hooked on M × N bits, similar to 2-D Matrix. In priority encoder with 3-
Darray, three directional output comes out, unlike traditional priority encoder, where the output is received 
from one direction. The development can be achieved by implementing the two-directional array to three-
directional array technique. Simulation results show that the proposed 2-D and 3-D priority encoder consumes 
0.087039mW and 0.184014mW which is less when compared with the conventional priority encoder. The 
priority encoders are simulated and synthesized using VHDL in Xilinx Vivado version 2019.2 and the Oasys 
synthesis tool. 
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1 Introduction 
A Priority encoder is an algorithm or a circuit that 
compresses a larger number of binary inputs into a 
smaller number of outputs[1-2] The inputs  to the 
encoder are  2nbits inputs and  produces n-bit output. 
The output of the priority encoder number starts 
from zero to the most significant input bit. The 
performance of the priority encoder increases 
rapidly, especially for processing a high number of 
input bits[3-4]. The outputs address can be achieved 
as binary arrangement, from where parallel data can 
be regained suitably. 

As the computer system and technology became 
faster, the need for transportable electronics 
encourages the progress of the power consumption 
in the Priority encoder structure[5-6]. Therefore, the 
performance of a priority encoder is increasing 
speedily since input size is also increased by any 
numbers of bits[7]. 

Therefore, certain principles suggest covering 
the 2-D to 3-D conversion depending on priority 
encoder, to construct an ascendable high- 
performance Priority encoder. It mainly emphasizes  
a  methodology to build 2n input bit that is 64-bit 

and larger sized Priority encoder can be designed 
based on this technique.  

 
 

2 Problem Formulation 
To decrease the consumption of power in electronic 
devices, keyboard applications, robotic arm control, 
ship movement ,etc. several methods were 
suggested in the literature. In parallel priority look 
ahead 64-bit priority encoder, there are 64 sets of 
inputs that are distributed as 8 sets, that is 8X8=64. 
The 64 sets are given as input to eight OR gates that 
are aligned parallel to each other and also 8:1 
multiplexer which gives 8-bit output. The outputs of 
the OR gate and the multiplexer is given as input to 
the 8:3 priority encoder, and the outputs of the 
priority encoder is then combined to give out 6-bit 
output, using this method power consumption can 
be reduced. This architecture is used to decrease the 
Propagation delay and it is used for low and high 
priority estimation with  a flexible structure. The 
low power and high speed achieved by the priority 
encoder design when compared to the power 
consumed by the domino dynamic [8-9] circuit is 
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more at unwanted redundant power switching at 
various dynamic power nodes. 

In this paper [10-11] multi-level look-ahead 
technique is implemented to reduce the consumption 
of power and also to increase the speed of the 
circuit. The full parallel priority encoder is designed 
as it would upsurge the performance of the circuit. 
One of the other approaches is GDI [12-13] which is 
also used in the reduction of power consumption. 
The performance of the circuit depends upon the 
factors such as delay and power; these factors are 
decreased during the optimization of the circuit 
done by executing the latest circuit that includes 
priority look-ahead parallel architecture [14-15]. 

The copious quantity of bits is distributed from 
which only the needed bits are sent as inputs. For 
example, 1,024 bits are separated into eight 128 bits 
and procedures. Similarly, the data that is the  form 
of the matrix are stocked in recollection and 
computed in this work. In multi-match, all the inputs 
given to the priority encoder, that is 64 bits are then 
craved up into eight sets each containing 8-bits. As 
per the split-logic technique, these groups are given 
as input to the 8-input OR gates. Therefore, eight 
OR gates deposited parallel to each other, 
generating eight-bit output. In the architecture of  a 
64-input priority encoder, the whole of 64 inputs is 
distributed as smaller sets and  every set contains 
eight bits. So, OR gates with eight inputs are aligned 
in parallel to each other and gives 8 single-bit 
outputs. These outputs are given as input to the eight 
into three priority encoders, causing three outputs.  
An eight-input MUX circuit is also used to take 
inputs that are applied for OR gates and these 8 
outputs are the inputs to eight into three priority 
encoders, which further gives out three outputs. 
Therefore, combining the priority encoders gives 
six-bit outputs. 

 
 

3 Problem Solution 

3.1 2-D array Priority Encoder 
In the 64:6 2-D array priority encoder, there are 64 
inputs. The 64 bits are given to the input of 8:1 OR 
gates as OR0, OR1, up to OR7, in such a way the 
gates are parallel to each other generating 8- bit 
outputs. The input of the 8-input priority encoder is 
derived from the output of 8:1input OR gates and 
generates 3-bit output. The 64 bits’ inputs are also 
given to the 8-8:1 multiplexer and give eight 1-bit of 

output, which is further sent to the priority encoder 
with 8 inputs and 3 outputs. The MUX takes the 
selection lines from the output of the 8-input OR 
gate. By combining both the priority encoder of 3-
bit outputs, the final output with 6-bits is generated. 
Fig. 1 shows the circuit diagram of the  2-D array 
priority encoder. 

 

 
Fig. 1: Circuit of 2-D array priority encoder 64:6 
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Table 1. Truth Table of 16X4 Priority Encoder 

 

3.2 3-D Array Architecture 

The 64:6 3-D priority encoder has different sub-
blocks, that contain OR gates, Priority encoders, and 
multiplexers. 64 inputs are given and these 64 inputs 
are divided into 4-bit as 16 groups, where each 
group consists of a total of 16 x 4 = 64-bits. OR_A 
block contains 16-four input OR gates, parallel to 
each other, giving out 16 single bit outputs where 
each OR gates consists of 4-bit input and generates 
one single output. The sixteen single- bit output 
coming from the OR_A block is given to  
 
OR_B and PE_B blocks. PE_A block consists of 16 
priority encoders as 4:2, and are placed 
corresponding to one another. The output of PE_A 
is 32-bit which is given as input to MUX_B. OR_B 
block which takes input from OR_A, consists of 
16inputs placed in parallel with 4-bit to each OR 
gate and gives out 4 single bit outputs.  And this 
four-bit output is given as input to 4:2 priority 
encoder and the output of this PE 4:2 is given as 
selection lines to MUX_A, MUX_B.  

 

                                     (1) 

                                              (2) 

                                (3) 

                                                       (4) 

        (5) 

                               (6) 

                                            (7) 

 (8) 

             (9) 

Inputs Outputs 
D15 D14 D13 D12 D11 D10 D9 D8 D7 D6 D5 D4 D3 D2 D1 D0 Q3 Q2 Q1 Q0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 x 0 0 0 1 
0 0 0 0 0 0 0 0 0 0 0 0 0 1 x x 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 0 0 1 x x x 0 0 1 1 
0 0 0 0 0 0 0 0 0 0 0 1 x x x x 0 1 0 0 
0 0 0 0 0 0 0 0 0 0 1 x x x x x 0 1 0 1 
0 0 0 0 0 0 0 0 0 1 x x x x x x 0 1 1 0 
0 0 0 0 0 0 0 0 1 x x x x x x x 0 1 1 1 
0 0 0 0 0 0 0 1 x x x x x x x x 1 0 0 0 
0 0 0 0 0 0 1 x x x x x x x x x 1 0 0 1 
0 0 0 0 0 1 x x x x x x x x x x 1 0 1 0 
0 0 0 0 1 x x x x x x x x x x x 1 0 1 1 
0 0 0 1 x x x x x x x x x x x x 1 1 0 0 
0 0 1 x x x x x x x x x x x x x 1 1 0 1 
0 1 x x x x x x x x x x x x x x 1 1 1 0 
1 x x x x x x x x x x x x x x x 1 1 1 1 
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The input of PE_B block which also takes inputs 
from output of OR_A, consists of 4 priority 
encoders as 4:2 and are placed corresponding to 
each other and develops eight-bit output, which is 
given as input to MUX_A.MUX_A consists of two 
2:1mux circuits and generates 2bit output. MUX_B 
consists of two 8:1 MUX circuits and generates 2bit 
output. The output of 4:2 PE, MUX_A ,and 
MUX_B are combined to get the final output. Fig.2 
shows the circuit diagram of the 3-D priority 
encoder. 
 

 
Fig. 2: Shows the circuit diagram of the 3-D priority 
encoder. 
 
The internal design of the  4:1 MUX circuit is 
shown in Fig.3. The design generates two outputs 
and has six 2:1 MUX and has two selection lines. 
The inputs given to four 2X1 multiplexer is given as 
the inputs to 4X1 multiplexer. The output of the 
2X1 multiplexer is given as inputs to two 2X1 
multiplexer and the 2X1 multiplexer (q5) selects the 
inputs from q4 and provide the output as q2 and q3. 
 

 
Fig. 3: Internal circuit of 4:1 MUX[2] 

 
The internal circuit 16:1 MUX design is shown 

in Fig.4. The design generates two outputs has four 
2:1 MUX and two 2:1 MUX and has two selection 
lines. The internal circuit of multiplexer and is used 
to select from the multiple inputs to a single input. 

 

 
Fig. 4: Internal circuit of 16:1 MUX[2] 

 
Power consumption is one of the essential 

factors in modern electronics [16-21].  But the 
expected power cannot be achieved due to the 
supply voltage, Capacitance, and input operating 
frequency.  As the power consumption is affected 
by leakage current and other factors it is necessary 
to reduce the power consumption. The Priority 
encoder uses priority stage at each input. When 
there are multiple inputs priority encoder comes into 
picture and selects the high priority input and all 
other low priority inputs will be neglected. Hence 
power consumption is important in 64-bit priority 
encoder when used for data path applications. 
 
 
4. Results and Discussion 
The various logics are splitted and integrated to 
realize the 2-D and 3-D priority encoder using the 
Split-logic technique. The input of the 8-input 
priority encoder is derived from the output of 
8:1input OR gates and generates 3-bit output. The 
64 bits inputs are also given to the 8-8:1 multiplexer 
and give eight 1-bit of output, which is further sent 
to the priority encoder with 8 inputs and 3 outputs. 
The MUX takes the selection lines from the output 
of the 8-input OR gate. By combining both the 
priority encoder of 3-bit outputs, the final output 
with 6-bits is generated. The 64:6 3-D priority 
encoder has different sub-blocks, that contain OR 
gates, Priority encoders, and multiplexers. 64 inputs 
are given and these 64 inputs are divided into 4-bit 
as 16 groups, where each group consists of a total of 
16 x 4 = 64-bits. The Simulation results are obtained 
using the Xilinx Vivado tool and synthesis reports 
are obtained using the Oasys synthesis tool. The 
power obtained from the designed priority encoder 
is very less when compared with the conventional 
priority encoder. Fig. 5,6 shows the schematic of 
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block design of 2-D array using Oays synthesis tool 
and Xilinx Vivado tool. 
 

 
Fig. 5: Block design of 2-D array 64:6 using Oasys 
synthesis tool 

 
Fig. 6: Block design of 2-D array 64:6  
 
Fig. 7 shows the waveform of the 2-D array priority 
encoder. The output waveform is verified as per the 
truth table of the priority encoder. The main 
advantage of this type of priority encoder is used for 
complex data path elements. Fig. 8 shows the  
netlist generated for the  2-D array encoder. 
 

 
Fig. 7: Waveform of 2-D array 64:6 encoder. 

 

 
Fig. 8: Netlist generated for 2-D array encoder. 

 
Fig. 9: Block diagram of 3-D array 64:6 using Oasys 
synthesis tool 
 

Fig. 9,10 shows the block diagram of the 3-D 
array priority encoder. All the sub-blocks including 
Priority encoder, OR gate, and Multiplexer are 
integrated to realize the 3-D array priority encoder. 

 
Fig. 10: Block design of 3-D array 64:6encoder  

      

Fig. 11: Waveform of 3-D array 64:6 encoder 
Fig. 11 shows the waveform of the 3-D array 

priority encoder. The output of the 3-D priority 
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encoder is verified as per the truth table. Fig. 12 
shows the power analysis of the 2-D priority 
encoder using the Oasys synthesis tool. The total 
power consumption obtained by the 2-D priority 
encoder is 0.87039mW. 

 

 
Fig. 12: Power analysis of 2-D using Oasys 
synthesis tool. 
 

        
Fig. 13: Physical Verification of 2-D priority 
encoder 

 
Fig. 13 shows the physical verification of the 

priority encoder.  It shows the interconnected sub-
blocks to realize the 2-D priority encoder.  Fig. 14 
shows the physical verification of the 2-D priority 
encoder with all the internal blocks.  

 

 
Fig. 14: Physical verification with all the logic sub-
blocks. 

 
Fig. 15: Power analysis of 3-D array using Oasys 
Synthesis tool. 
 
Fig. 15 shows the power analysis of the 3-D array 
using the Oasys synthesis tool. The power obtained 
for the 3-D priority encoder is 0.184014mW. 
 

 
Fig. 16: Leakage efficient report 

 
The leakage power obtained for the 3-D priority 
encoder is 1.390µW. Fig. 16 shows the leakage 
efficient report. The leakage power of Cells is 
1.390μW. The leakage power reported for 
Buffers/Inverters is 0.158μW. The leakage power 
for the combinational circuit is 0.357 μW. The 
leakage power of the Latches reported from the 
synthesis report is 0.357 μW. Fig.17 shows the total 
cell usage report for 3-D priority encoder. In this 
report the total area (sqμm) is displayed for all the 
combinational logic. As the power consumption of 
priority encoder is one of the important factor the 
leakage power for all combinational logic is given in 
the report. 
 

 
Fig. 17 The total cell usage report for 3-D priority 
encoder. 
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Fig. 18 Physical Verification of 3-D array priority 
encoder. 

 
Fig.18 shows the Physical  Verification of the 3-

D array priority encoder. Thus the simulation and 
synthesis of 2-D and 3-D priority encoder are done 
and verified. Synthesis results show that the 
designed priority encoder consumes less power 
when compared with the existing priority encoders. 
The designed priority encoder can be used for 
complex data path elements including adders, 
multipliers, and Arithmetic Logic Units. Table 1 
shows the comparison result of priority encoders 
with existing work. 

 
Table 1. Comparison result with existing work 

Reported 

Works 

Total 

Power(mW) 

2D-array 
64:6[2] 

0.3480  

3D-array 
64:6[1] 

0.2648 

Proposed  
2D-array 64:6 

0.087039 

Proposed  
3D-array 64:6 

0.184014 

 
 
5. Conclusion 
The architectures of both the circuits are used for 
data-path applications and high-speed FLASH 
ADCs. Simulation results of two dimensional and 
three-dimensional array priority encoders consume 
low power consumption.  This low power is 
achieved by using the split-logic technique. The 
priority encoder with 2 Directional-array consumes 
0.87039 mW and that of priority encoder 3 
Directional-array consumes 0.184014 mW. Thus, 
the power analysis is done and the entire design is 
simulated and synthesized. Simulation results show 
that the performance of the proposed priority 

encoder is high when compared with the 
conventional encoders. Hence the proposed encoder 
can be used for data–path applications. 
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