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Abstract: - The present work is an investigation that deals with the use of efficient techniques for global facial 

recognition using Python and OpenCV carried out in the Information Systems career of the Faculty of 

Engineering and Applied Sciences of the Technical University of Cotopaxi. We work with a database of 2D 

faces corresponding to the students of the Information Systems career that served for the analysis and 

comparison of the three techniques used (Fisherfaces, EigenFaces, LBPH). The objective of our work is to 

determine an efficient technique that contributes to the area of global facial recognition, contributing 

significantly to the field of university security, taking into consideration the saving of resources for future 

implementations. Finishing this work with the respective analysis and interpretation of the research results, it 

has been determined that of the three techniques studied, LBPH has the best results both in training time and in 

face recognition efficiency, reaching near 100% in our tests. 
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1 Introduction 
This research project describes the facial recognition 

techniques used, in addition to working with Python 

and OpenCV, the same ones that apply artificial 

intelligence algorithms in 2D images. 

The objective of this work is to find an efficient 

technique for a 2D facial recognition process and to 

test its effectiveness through a prototype designed 

with this technique. 

Face recognition systems are a problem that is 

still the subject of research because a large part of 

the problem is due to factors that can affect the 

system at the time of recognition. 

According to [1], some factors hinder the facial 

recognition process, such as occlusions that prevent 

good recognition, whether due to gestures made by 

the person, elements that cover the face, lighting, 

distance, etc. scars, and aging among other factors. 

The Windows operating system was installed 

with the Python programming language, the 

OpenCV, os, and numpy libraries, and the PyCharm 

IDE in which the face recognition algorithm was 

developed using the technique that provides the best 

result to determine an efficient technique. 

For [1], to check the image processing capacity 

for facial recognition, three techniques were used: 

Eigenfaces, LBPH (Local Binary Patterns 

Histograms), and Fisherfaces. 

The problem of facial recognition is very 

complex since a person's face can vary depending 

on their age, gestures, emotions, half-covered faces, 

light intensity, etc., this has insisted that the process 

of recognition does not reach 100% efficiency. 

At present many techniques allow these facial 

recognition processes to be carried out, they try to 

reach a high percentage of effectiveness, with this 

work a very acceptable level was reached, through a 

bibliographic review of databases, feature extraction 

techniques, and pattern classification algorithms in 

Python and OpenCV. 

Finally, to check if the applied technique meets 

the expected expectations, different field tests will 

be carried out with the detection of faces and the 

comparison of results in the three techniques 

described. 

 

 

2 Problem Formulation 
Nowadays, the use of facial recognition has been 

one of the most common problems worldwide due 

to the availability of software, the cost, and the 

hardware needed for its implementation in a public 

or private organization. World powers such as the 

United States, Russia, China, Japan, Germany, and 
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North Korea allocate large amounts of economic 

resources to the implementation of facial 

recognition tools in companies in these countries so 

that they have greater security in the authentication 

of workers. 

According to [2], due to the current situation of 

violence and crime that Ecuador is going through, it 

is necessary to propose solutions that reduce 

insecurity rates, a facial recognition platform was 

implemented, designed to be exposed to the public 

through services web, the logic deployed was 

structured to satisfy the requirements in the context 

of the country, seeking integration with the entities 

in charge of citizen security by having control of the 

development of the platform, different techniques 

and changes to the face detection algorithms were 

combined. and face recognition. 

According to [3], in primitive civilizations 

people lived in small communities, where they were 

easily recognized by their limited number of 

inhabitants; however, due to the rapid population 

increase and human mobility, identification has 

become a complicated process, in such a way that 

innovative societies have found it necessary to 

implement sophisticated identification recording 

techniques. 

[4], stated, in 1882, the French policeman 

Alphonse Bertillon (1853-1914) presented the first 

system of identification of people based on physical 

characteristics, that is, on biometric features, and 

called anthropometry and this is considered the first 

scientific system used by the police to identify 

criminals, it works by classifying the shape of the 

nose, face or body of people: The following image 

shows the different types of noses that were 

published in Pearson's Magazine. It is presented in 

Figure 1. 
 

 
Fig. 1: Image published by Pearson's Magazine [4]. 

 

[5], affirms that the concept of facial detection 

began in the '60s. Between the years 1964 and 1965 

Woodrow Wilson, Helen Chan, and Charles Bisson 

developed the first semi-automatic facial 

recognition system through the use of the computer, 

in the 70s Goldstein, Harmon, & Lesk, used 21 

physical characteristics among them the color of the 

hair, the thickness of the lips, etc. To improve facial 

detection, and to identify these features, a manual 

sequence had to be followed. 

In the early 1990s, [6], using the "eigenfaces 

technique" (method discovered by Kirby and 

Sirovich) demonstrated that: "the error was used in 

the identification of faces in images, this was a 

finding that allowed perform face detection systems 

in real-time. That is why the similarity was forced 

by environmental factors, however, this caused 

significant interest in the further development of 

these systems. 

[7], stated in 2001, surveillance cameras were 

used in a Super Bowl game where the procedure 

was the collection of images through the cameras to 

later be compared with digitized images of 

delinquents who were in a database that stored said 

information. 

For [8], Machine Learning is a technique 

associated with the automatic detection of relevant 

patterns within a data set. In recent years, it has 

become a very common tool in practically all tasks 

that require extracting information from data. From 

large amounts of data. 

According to [9], on a day-to-day basis, we are 

surrounded by technology based on Machine 

Learning: email filtering, recommendation systems, 

facial detection, smartphone speech recognition, 

weather forecasting, etc., or consulting traffic on the 

road, it is also used in other fields such as medicine, 

marketing, logistics or the maintenance of industrial 

equipment. 

[9] state, due to the complexity of all these 

applications, a human being is not capable of 

programming a series of specific specifications to 

carry out said tasks, but rather has to provide the 

computers themselves with the ability to learn from 

experience and adapt to new situations. 

According to [10], learning refers, as has been 

seen, to a wide spectrum of situations in which the 

learner increases his knowledge or his abilities to 

accomplish a task, learning applies inferences to 

certain information to build an appropriate 

representation. Of some relevant aspect of reality or 

some process, a common metaphor in the area of 

machine learning within Artificial Intelligence is to 

consider problem-solving, according to [11], as a 

type of learning that consists once a type of problem 

has been solved. A problem in being able to 

recognize the problematic situation and react using 

the learned strategy, currently the greatest 

distinction that can be drawn between an animal and 

a problem-solving mechanism is that certain animals 

are capable of improving their performance, in a 

broad set of tasks, as a result of having solved a 

certain problem. 
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For [11], computer vision, also called artificial 

vision, machine vision, computational vision, image 

analysis, or scene interpretation, is the process of 

extracting information from the real world from 

images using a computer as a tool. 

According to [12], face detection is a technique 

that allows finding the face of one or more people in 

an image, while ignoring the background of the 

image or other objects that are present within it. 

According to  [13] is present in many 

applications that we use every day, for example on 

Facebook the images that we upload already detect 

the face, and what often asks us is to add the name 

of the person or persons that appear there. , we also 

have Instagram filters where the face needs to be 

detected so that the filters that we want to apply are 

used. It is even present in some banking applications 

or when we use a smartphone to take a photo and it 

shows the faces of the people who appear there in a 

box or circle.  

For [12], object detection using cascade 

classifiers based on de Haar functions is an effective 

object detection method proposed by Paul Viola and 

Michael Jones, it is an approach based on machine 

learning in which a cascade function is trained on 

many positive and negative images, then used to 

detect objects in other images. The method used by 

Haar can be described as a screen of pixels, of 

different orientations and sizes, separated by 

rectangles, each rectangle being either positive or 

negative. 

According to [14], facial recognition is an area 

that is part of pattern recognition, in recent years it 

has gained great interest, especially due to the wide 

range of applications it has in different fields such 

as security, surveillance, cards, smart, among and 

others. 

On the other hand, [15], facial recognition is a 

part of computer vision. Facial recognition has been 

used for many decades, mainly by the armed forces. 

According to [16], it is understood that facial 

recognition is a part of computer vision, it is 

necessary to know its definition to have a better 

understanding of the subject, it is a way to obtain, 

and process images of the real world to obtain 

numerical information that can be handled by a 

computer. 

For [7], facial recognition is based on patterns 

that can be checked if an image contains a face. This 

is achieved by training the neural network methods 

with images that contain faces and others that do not 

show images. 

For [17], facial detection systems aim to detect 

the presence of a person through their facial features 

in a digital image, the main advantage of these 

detection systems is that it is not intrusive, so it does 

not require the collaboration of the user beyond 

being in front of the camera used in the security 

system, in addition to the fact that it only requires a 

single capture device. 

For [18], the local binary pattern method was 

designed for the description of textures. According 

to [19], the use of local descriptions in some regions 

of the face provides more information than others, 

so texture descriptors tend to average the 

information they describe, which is not convenient 

when describing faces since maintaining 

information on spatial relationships is important. 

For [20], to form the global description, the image 

of the face is divided into different regions, to which 

a histogram is applied with which the LBPH 

operator is obtained, which describes independent 

information by region, these local descriptions are 

then concatenated. To build a global description of 

the face. 

[21], Fisherface is a face recognition technique, 

which takes into account light and facial 

expressions. This is in charge of classifying and 

reducing the dimensions of the faces using the FLD 

(Discriminant Linear Fisher) method. For [21], 

Fisher's discriminant analysis tries to project the 

data in such a way that its new dispersion is optimal 

for classification, while PCA looks for the vectors 

that best describe the data, LDA (Discriminant 

Linear Analysis) looks for the vectors that provide 

better discrimination between classes after the 

screening. 

According to [22], Fisherfaces performs an 

LDA, where it seeks to take advantage of the 

available information about the classification of the 

training images, to find a projection that maximizes 

the separation between images of different people 

(or classes) and minimizes the distance between 

images of the same class, thus concentrating the 

images, significantly improving the recognition rate. 

Several techniques are used for facial recognition, 

but these have shortcomings when implemented in 

some companies such as response time and analysis 

of 2D image patterns, generating a loss of time at 

the time of user authentication and thus damaging 

the arrest of the faces. 

[23], suggests that Python is a high-level 

language since it contains some implicit data 

structures such as lists, dictionaries, sets, and tuples, 

which allow performing some complex tasks in a 

few lines of code and in a readable way. 

The Python Standard Library, [24] states the 

precise syntax and semantics of the Python 

language, this library reference manual describes the 

standard library that ships with Python, and it also 
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describes some optional components that are usually 

included in Python distributions. 

 

 

3 Problem Solution 
The focus of this research is quantitative, therefore, 

it was possible to store and analyze the data 

obtained in a way that facilitates the research, to 

better understand the object of study on global facial 

recognition using Python and OpenCV, with this 

information raised the problem, formulation of the 

problem, theoretical foundation, processing and 

discussion of the results. 

To determine the sample, three facial 

recognition techniques were used: Eigenfaces, 

Fisherfaces, and LBPH with a total of 31 students of 

different characteristics and ethnicities will be used 

in this research, students from the Information 

Systems career were used to conduct research, 

obtaining data and therefore the results of the 

research. 

This research will handle 2D facial images. 

Facial images have unique characteristics that 

differentiate them from one another. A human face 

is established in two dimensions by taking the plane 

and coordinates (x, y) in such a way that we can 

obtain images, with gestures and emotions (happy, 

sad, angry, etc.). It is presented in Figure 2. 

 

 
Fig. 2: Emotions and gestures. 

 

As part of the experimental research applied in this 

research work, for the analysis and processing of the 

data obtained, algorithms are used to extract 

pickpockets from images and algorithms for their 

recognition within the 2D recognition processes. 

Face detection is a technique that makes it 

possible to find the face or faces of numerous 

people in an image while ignoring the background 

of the image or other objects that are present in it. 

It is present in many applications that we use 

every day, for example, in the social network 

Facebook with the images that are uploaded detect 

the face, and what it often asks us is to add the name 

of the person or persons that appear there. Also in 

the social network Instagram, we have filters where 

the face needs to be detected to be applied. 

 

3.1 Detecting a Face in an Image 
It is not an easy task for the computer, so we need it 

to 'learn', which is why we use Machine Learning or 

automatic learning for face detection. 

Initially, a large number of images are needed to 

train a classifier, so that it can differentiate between 

the presence of an object and its non-presence. For 

example, to perform a face detector, positive images 

(containing faces) and negative images (images 

containing no faces) are required. 

Then we will proceed to extract features from 

all images, to then use a Machine Learning 

approach, and proceed with training. Finally, the 

classifier can be obtained. It is presented in Figure 

3. 

 

 
Fig. 3: Process to create a face classifier, [34]. 

 

Now that we have this process in mind, let's briefly 

look at facial detection using the Haar Cascade. This 

object detector uses the method proposed in the 

paper “Rapid Object Detection using a Boosted. It is 

presented in Figure 4. 
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Fig. 4: Process to create a face classifier using Haar-

Cascade, [34]. 

 

3.2 Haar Cascades Python – OpenCV 
OpenCV offers us pre-trained classifiers not only 

for people's faces, which we will use in this work 

but also for eyes, smiles, and whole bodies, among 

others. You can find these XML files in the folder: 

OpenCV/data/haarcascades/ or in the OpenCV 

repository on GitHub. 

 

3.3 DetectMultiScale 
To use face detection with haar cascade in OpenCV 

we are going to need the DetectMultiScale module 

that will help detect objects according to the 

classifier used. This will allow us to obtain a 

delimiting rectangle where the object to be found 

within an image is located, for this, we must specify 

some arguments that are detailed below. 

 

3.4 Scale Factor 
This parameter specifies how much the image will 

be reduced. For example, if 1.1 is entered, it means 

that the image will be reduced by 10%, with 1.3 it 

will be reduced by 30%, thus creating a pyramid of 

images. It must be taken into account and that is 

that, if we give a very high number, some detections 

are lost. While for very small values such as 1.01 

(that is, to reduce the image by 1%), it will take 

longer to process, since there will be more images to 

analyze, in addition to the fact that they can increase 

false positives (which are detections presented as 

objects or faces, but in reality, are not). It is 

presented in Figure 5. 

 
Fig. 5: Example of an image pyramid, [24]. 

 

An image pyramid is made due to the size of the 

faces in the image, some may occupy more or less 

area than others so to try to detect all in their 

different sizes, the image pyramid is applied. 

 

3.5 MinNeighbors 
This parameter specifies how many neighbors each 

candidate rectangle must have to retain it. We have 

a small window that will go through an image 

looking for faces, so you may find that at the end of 

the whole process, it has identified several faces 

(Figure 7), but many of them may correspond to the 

same person. So, this parameter relates to all those 

delimiting rectangles of the same face. Therefore, 

minNeighbors specifies the minimum number of 

bounding boxes, or neighbors, that a face must have 

to be detected as such. It is presented in Figure 6. 

 

 
Fig. 6: Face detection. 
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Now, we must take into account that the higher the 

value that we set, the fewer faces will be detected, 

while if a very low value is given, false positives 

can occur. 

 

3.6. Detection of Faces on an Image 

To begin with, the XML file containing the frontal 

face classifier 

(haarcascade_frontalface_default.xml) is saved in 

the same folder where the script is stored. We are 

going to detect the faces that appear in the following 

image. The process is presented in Figure 7, Figure 

8, and Figure 9. 

 

 
Fig. 7: Input image for face detection. 

 

The programming given for face detection will be as 

follows: 

 
Fig. 8: Code to detect the face. 

 

Line 1: Import OpenCV. 

Line 3: Load the classifier with an XML extension 

with the help of cv2.CascadeClassifier, inside 

quotes specify the name and extension of the file. 

Lines 5 and 6: Read the image where the faces will 

be detected and then proceed to transform it to 

grayscale. 

Line 8: Load the classifier in line 3 it is necessary to 

apply it to the image, for this purpose 

detectMultiScale is used, which must be followed 

by the variable with which the load of the classifier 

was assigned and this is where the recently raised 

arguments are: image, scaleFactor, minNeighbors, 

minSize, and maxSize. 

 

 
Fig. 9. Image with face stop. 

 

3.7 Storing Faces 
We proceed to reuse the face detection code in an 

image with the use of haarcascades, we will use the 

same procedure adding new lines of code to save the 

faces. It is presented in Figure 10. 

 

 
Fig. 10: Input image to store faces. 

 

The code to detect and store the faces of the image 

will be the following (Figure 11).  

 

 
Fig. 11: Code to store faces from an image.  
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Line 1: We import OpenCV. 

Line 3: Load the face classifier. 

Line 5: We proceed to read the input image that 

would correspond to the image in Figure 12. 

Line 6: Create a copy of the input image, this will 

remain intact, so it will serve to govern the faces 

found. 

Line 7: Transform the input image from BGR to 

grayscale. 

Line 9: The detection of faces present in the image 

is performed, according to the input parameters of 

the detectMultiScale function. 

Line 11: Start a counter count = 0, which helps us to 

count each of the detected faces. 

Line 13: Extract the coordinates, width, and height 

of each of the detected faces. 

Line 15: Display the detected faces in a pink 

rectangle. 

Line 16 and 17: In line 16 we proceed to crop the 

faces of the imageAux image with the help of the x, 

y width, and height coordinates that we obtained 

from line 13. In line 17 the faces are resized to 150 

pixels wide and high. 

Line 18: Each of the images will have a different 

number thanks to the count counter. 

Lines 21 to 25: These lines are for displaying the 

face and detections. 

 

Running the code returns the following as presented 

in Figure 12. 

 

 
Fig. 12: Storing faces from an image. 

 

As any key is pressed, a face is surrounded and 

stored in the folder where the script is located. It 

should be taken into consideration that all the faces 

have the same width and height since we resized 

them in the code. 

 

3.8 Store Faces Present in a Video 
For the extraction and storage of faces through the 

use of videos, it can be done in a streaming video or 

read a video. For example, we will do it in a 

streaming video as presented in Figure 13. 

 
Fig. 13: Code to store faces from a video 

 

Line 6: Specify that a video will be streamed, 

however, a video can be read. Cv2.CAP_DSHOW is 

used so that at the time of visualization they 

completely occupy the window. 

 

Running the code returns the following. They are 

presented in Figure 14, and Figure 15. 

 

 
Fig. 14: Storing faces. 

 

 
Fig. 15: Stored Faces 

 

This procedure will be used later for facial 

recognition since we need a large number of images 

of people to be recognized by the algorithm. 

To carry out facial recognition, in the first place 

it is necessary to collect data, that is, the faces of the 

people that you want to recognize, then proceed to 

train the classifier, to finally test it. For all this 

process it will be necessary to use face detection 

with haarcascades. 

 

3.9 Creation of the Database 
To perform facial recognition, the faces of the 

people who want to recognize themselves are 

necessary. These faces must denote a variety of 

expressions such as: happiness, sadness, boredom, 

and surprise, among others. Another aspect that 

these images must have is the variation in light 

conditions, whether people wear glasses or not, even 

whether they close their eyes or wink. 

It is recommended that these images be 

collected in the setting or environment where facial 
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recognition is to be applied. All this variety of 

images obtained from the faces will contribute to the 

performance of the algorithms used in this work. 

In the code used for the demo, 130 faces from a 

streaming video will be stored automatically. It is 

presented in Figure 16. 

 

 
Fig. 16: Code to store faces in the database. 

 

Line 1 to 3: Import OpenCV, os and imutils. 

Lines 5 to 7: In these lines, a folder is created with 

the name of the person you want to recognize, this 

will be created inside the Data folder that you had 

previously created manually. So in line 5 in 

personName, the name of the person is assigned, 

and in line 6 dataPath is assigned the location of the 

directory where each folder will be created with the 

name of each person to be recognized. Finally, 

personPath will be the full path. 

Lines 9 to 11: With the information from the last 

lines, the directory will be created with the name of 

the person to be recognized inside the Data folder. 

In line 5, for example, you can see that a folder 

called 'Tutillo_9no_Sis1' will be created as 

presented in Figure 17. 

 

 
Fig. 17: Code to establish the number of images. 

 

Line 23: Resize with imutils.resize, this is done to 

resize the input video frames. 

Line 32: The images corresponding to the faces are 

resized so that they all have the same size. 150 

pixels have been set. 

Line 38: In this line, I have added the condition of 

count >= 130 so that the storage process ends at 130 

stored faces. Running the code returns the 

following. It is presented in Figure 18. 

 

 
Fig. 18: Database created from the established code. 

 

3.10 Preparing Data for Training 
To proceed with the training, it is necessary to have 

each of the images with their respective label 

associated with the person to whom the faces 

belong. For example, when we read the folder 

'Abata, all those images will be assigned a label 0, 

then all the images of the faces of 'Caizaluisa' will 

be assigned 1, 'Canizares' will be assigned 2, and so 

on. With each of these labels, the computer will 

know that the images correspond to different people. 

In another class that we call 'RFtrainer.py' this 

process is prepared, that is, the images and labels to 

train them used: Eigenfaces, fisherfaces, and Local 

Binary Patterns Histograms. It is presented in Figure 

19. 

 

 
Fig. 19: Code to prepare the images for training. 

 

Line 5 to 7: First, specify the path of the 'Data' 

folder that was created manually before and within 

it will be each folder with the name of the people 

you want to identify. Line 6 lists all the names of the 

folders stored in 'Data'. Line 7 prints the list 

obtained.  
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Line 9: Labels are declared in this the labels 

corresponding to each image will be stored 

according to the person. 

Line 10: faces Data is declared where each of the 

face images will be stored. 

Line 11: A label counter is set to 0, so as it finishes 

reading the images of a person, it changes to another 

value. This will help the classifier understand what 

it takes from different people. 

Line 13 to 15: Read each folder inside 'Data'. The 

person Path sets the path to each person's folder. 

While in line 15 we print the message 'Reading the 

images...' so that when it is executed it can know in 

which part of the process it is. 

Lines 17 and 18: All the images corresponding to 

each face are read. On line 18 the name of the folder 

and the image are printed. 

Line 19: In labels, the labels of each image are 

added. 

Line 20: Each image (face) is added to the faces 

Data array. 

Line 24: Every time the faces and labels of a folder 

are finished storing, the label will be increased by 1. 

 

3.11 Training 
Starting from facial recognition using OpenCV, we 

move on to code. They are presented in Figure 20, 

and Figure 21. 

 

 
Fig. 20: Methods for training the knower. 

 

 
Fig. 21: Training the face recognizer. 

 

Line 39: To train the face recognizer, 

face_recognizer.train is needed, where 

face_recognizer will be the variable where the 

method was assigned (any of lines 31, 32, or 33). 

Within the parentheses, you have to specify the 

array where the faces or training images are 

contained, while the second parameter corresponds 

to the labels. It is necessary that this be a numpy 

array so I have put np.array(labels). 

 

3.12 Save the Obtained Model 
Once the model that helps us to recognize faces has 

been trained, we proceed to save it and read it in 

another class. To store the model, write is used, 

within the parentheses the name to be assigned is 

specified, together with the XML or YAML 

extension. It is presented in Figure 22. 

 
Fig. 22: Save obtained model 

 

Running the code returns the following. They are 

presented in Figure 23, and Figure 24. 

 

 
Fig. 23: Training the face recognizer. 

 

 
Fig. 24: Saving the obtained model. 

 

 

4 Results  
 

4.1 Efficiency Comparison between Facial 

Recognition Techniques 
The success of the EIGENFACES technique 

corresponds to 90% effectiveness and 10% 

inefficiency, identifying 28 hits and 3 refusals out of 

a total of 31 students with 4030 photographs of 

which 3100 were used for training and 930 for the 

same tests. They have features like: gestures, light 

variations, and props 

The success of the FISHERFACES technique 

corresponds to 100% effectiveness, identifying 31 
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correct answers out of a total of 31 students with 

4030 photographs of which 3100 were used for 

training and 930 for tests, which have characteristics 

such as: gestures, variations of light and accessories. 

The success of the LBPH technique corresponds to 

100% effectiveness, identifying 31 successes out of 

a total of 31 students with 4030 photographs of 

which 3100 were used for training and 930 for the 

tests, which have characteristics such as: gestures, 

variations of light, and accessories. It is presented in 

Table 1.  

 

Table 1. Times and hits obtained in the test phase 

 
 

In summary, according to Table 1, we worked with 

4030 student photographs, 130 photographs per 

student. Of which 100 photographs were taken for 

training and 30 for tests. That is 3100 images for 

training and 930 for tests. 

 

As a result, the FISHERFACES and LBPH 

techniques are more precise in terms of success in 

recognition. Based on the time spent and success, it 

is concluded that the LBPH is the most efficient 

technique. 

 

4.2 Technique Recognition Average Time  
Once the success time of each student for each 

technique was obtained (see Table 2), a comparison 

was made between the times of the techniques, in 

order to identify the efficiency in the response time. 

The LBPH technique with an identification average 

of 1.64 seconds. 

 

Table 2. Statistics on the time spent in the facial 

recognition process. 

 
 

 

5 Conclusion 
The bibliographic review of several books, scientific 

articles, and web pages related to the 2D image 

database, feature extraction, and pattern recognition 

algorithms was of vital importance for the 

development of the theoretical foundation and the 

determination of technological tools. With the 

design of the prototype for global facial recognition 

using Python and OpenCV, he allowed the 

comparison of the techniques used to determine 

which technique is the most efficient. Through the 

endorsement of expert judgment, it was determined 

that the prototype for facial recognition complies 

with the correct operation for face detection and in 

an analysis of the techniques used. 

The facial recognition process still has a lot to 

be analyzed. Since several factors affect the 

recognition of a face (age, lighting, gestures, scars, 

distance, and angle to the camera, etc.). 

Currently, we have programming languages 

such as Python, which are incorporated into their 

libraries some extraction and classification 

techniques such as those studied in this work. 

However, in the future, it would be interesting to 

carry out facial recognition studies in 3D images. At 

least the problem of lighting and angle to the camera 

would be solved. 
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