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1  Introduction 
In the last few decades, state estimation of nonlinear 
systems has emerged as a vital research focus for a 
broad community of researchers, [1], [2], [3], 
particularly in the control systems field, [4], [5], [6], 
where state measurements are essential for 
designing robust and effective control strategies. 
Despite significant advancements, designing a state 
observer for a general class of nonlinear systems 
remains a challenging and open topic. 

A review of the literature reveals that 
established observer design techniques can be 
categorized into two distinct approaches. The first 
involves applying a coordinate transformation to the 
observation error dynamical system, thus converting 
it into a linear form, [7]. This transformation 
facilitates the implementation of well-known 
techniques applicable to linear systems; however, it 
is often constrained by the complexities of 
establishing such transformations. In contrast, the 
second approach does not require any state 
transformation, directly utilizing the system 
dynamics in the observer design, [8]. The most 

widely adopted strategy in this context is predicated 
on solving a Riccati-like equation for specific 
classes of nonlinear systems that satisfy the 
Lipschitz continuity condition, [9], [10], [11], [12]. 
Notably, most existing results are grounded in the 
principle that the linear component of the 
observation error dynamics predominates over the 
nonlinear component.  This approach leverages the 
Lipschitz property of nonlinearity, allowing for the 
substitution of the nonlinear term with a linear 
positive term, thereby simplifying the observer 
design process, [13], [14]. However, for nonlinear 
systems characterized by large Lipschitz constants, 
this methodology may become ineffective, as the 
associated Riccati-like equations may no longer be 
solvable. To expand the class of nonlinear systems 
that can be considered and surmounting the 
drawbacks of the aforementioned techniques, a 
more general condition for observer design is 
introduced, referred to as the one-sided Lipschitz 
continuity condition. Up to date, many interesting 
observation schemes for this class of system have 
been developed; readers can refer to [15], [16]. 
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Over the last three centuries, fractional-order 
calculus has made substantial contributions to the 
mathematical literature. Its fundamental concept lies 
in generalizing the traditional definitions of 
derivatives and integrals, [17]. With these powerful 
tools, dynamical systems modeling, analysis, and 
control have undergone considerable development 
in various scientific fields, including viscoelastic 
[18], electromagnetism [19], biology [20], 
mechanics [21], robotics [22], aerodynamics [23], 
renewable energy [24], and many others. 
Nevertheless, the design of observers for fractional-
order systems, particularly those with one-sided 
Lipschitz conditions, remains an underexplored 
area, with few existing results in the current 
literature [25], [26]. 

Motivated by the aforementioned discussion, 
the primary contribution of this paper is the 
development of a novel NMI-based observer for 
fractional-order one-sided Lipschitz nonlinear 
systems. Utilizing the one-sided Lipschitz property 
and quadratic inner boundness, along with the 
fractional-order extension of the Lyapunov direct 
method, we derive sufficient conditions for the 
observer’s existence and the asymptotic 
convergence of the observation error, expressed in 
the form of an NMI. 

The rest of this paper is organized as follows: 
Section 2 introduces the foundational concepts and 
pertinent results related to fractional-order calculus. 
In Section 3, the observation problem for fractional-
order one-sided Lipschitz systems is 
comprehensively detailed. The primary 
contributions and main results are presented in 
Section 4. To validate the efficacy of the proposed 
observation technique, simulation results for a 
fractional-order nonlinear system are provided in 
Section 5. Finally, conclusions are drawn in Section 
6. 
 
 
2  Preliminaries 
Fractional calculus is concerned with the integrals 
and derivatives of orders that might have real or 
complex values. One of the fundamental notions of 
fractional-order calculus is the Riemann-Liouville 
fractional integral, which is stated in Definition 1. 
 

Definition 1, [27]. The orderαthorder Riemann-
Liouville fractional integral of a continuous function 
𝑓(𝑡)on the left half-axis of the real numbers is 
defined by: 

𝐼𝑡
𝛼𝑓(𝑡) =

1

Γ(𝛼)
∫  

𝑡

𝑡0

𝑓(𝜏)

(𝑡−𝜏)1−𝛼 𝑑𝜏            (1) 
 

WhereΓ(. ) is the gamma function. 
 
Definition 2, [27]. The Riemann-Liouville 
fractional derivative of order 𝛼 ∈ ℝ+of a function 
𝑓(𝑡) is defined by: 

𝑅𝐿𝐷𝑡
𝛼𝑓(𝑡) = (

d

d𝑡
)

𝑛
𝐼𝑛−𝛼𝑓(𝑡)              (2) 

 

Where n − 1 < 𝛼 < 𝑛, 𝑛 ∈ ℕ 
 
Definition 3, [27]. The Caputo fractional 
Derivatives of order 𝛼 ∈ 𝐑+of a function 𝑓(𝑡) is 
defined as follows: 

𝑡0

𝐶 𝐷𝑡
𝛼𝑓(𝑡) = 𝐼𝑛−𝛼𝑓(𝑛)(𝑡)              (3) 

 

It is the one most frequently used in engineering 
problems and the one used in this paper. 

 
Lemma 1, [28]. Let𝑓 ∈ 𝐑𝑛 be a derivable functions 
vector. Then for any given time instant ≥ 𝑡0: 

1

2
𝐶𝐷𝑡

𝛼𝑓2(𝑡) ≤ 𝑓(𝑡) 𝐶𝐷𝑡
𝛼𝑓(𝑡)       (4) 

 
Theorem 1, [29]. Let𝑥 = 0 be an equilibrium point 
for the Caputo fractional non-autonomous system 

𝐷𝛼𝑥(𝑡) = ℎ(𝑥, 𝑡)                 (5) 
 

where ℎ(𝑥, 𝑡) satisfies the Lipschitz condition with 
𝑙 > 0 as Lipschitz constant and 𝛼 ∈ (0,1).  
 
Assume that there exists a Lyapunov 
functional𝑉(𝑡, 𝑥)satisfying: 

𝛼1 ∥ 𝑥 ∥𝑎1≤ 𝑉(𝑡, 𝑥) ≤ 𝛼2 ∥ 𝑥 ∥𝑎1𝑎2

𝐷𝛽𝑉(𝑡, 𝑥) ≤ −𝛼3 ∥ 𝑥 ∥𝑎1𝑎2
        (6) 

where 𝛽 ∈ (0,1), 𝛼1, 𝛼2, 𝛼3, 𝑎1, 𝑎2 are positive 
constants and ||. || denotes an arbitrary norm. Then 
the equilibrium point of the system (.) is Miattag-
Leffler stable. 
 
Lemma 2, [30]. Consider a given matrix 𝜁 =

[
𝜁11 𝜁12

𝜁21 𝜁22
] knowing that 𝜁11

𝑇 = 𝜁11 and 𝜁22
𝑇 = 𝜁22 In 

this case, the criteria set out below are equivalent: 
1 𝜁 < 0 
2 𝜁11 < 0, 𝜁22 − 𝜁12

𝑇 𝜁11
1 𝜁12 < 0 

3 𝜁22 < 0, 𝜁11 − 𝜁12
𝑇 𝜁22

1 𝜁12 < 0 
 
 

3  Problem Statement 
In this study, we are interested in the class of 
fractional-order nonlinear systems, modeled by: 

{
𝐷𝛼𝑥(𝑡) = 𝐴𝑥(𝑡) + Φ(𝑥(𝑡), 𝑢)
𝑦(𝑡) = 𝐶𝑥(𝑡)

        (7) 
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Where 𝑥 ∈ 𝐑𝑛 is the state vector, 𝑦 ∈ 𝐑𝑚 is the 
output, 𝑢 ∈ 𝐑𝑝 denotes the input, 𝐴 ∈ 𝐑𝑛×𝑛, 𝐶 ∈
𝐑𝑚×𝑛, and Φ(𝑥, 𝑢) represents a one-sided Lipschitz 
nonlinear functions vector. 

Before proceeding with our problem statement, 
we require definitions of Lipschitz and one-sided 
Lipschitz nonlinear functions. 
 
Definition 4. The function Φ(𝑥, 𝑢) is said to be 
locally Lipschitz with respect to 𝑥 in a region 𝔻 if 
there exists a constant 𝑙 ≥ 0 such that the following 
condition holds: 

∥ Φ(𝑥, 𝑢) − Φ(𝑦, 𝑢) ∥≤ 𝑙 ∥ 𝑥 − 𝑦 ∥, ∀𝑥, 𝑦 ∈ 𝔻 
(8) 

 
Where 𝑙 is the Lipschitz constant and 𝑢 is an 
admissible control law. If 𝔻 = ℝ𝑛,then Φ(𝑥, 𝑢) is 
said to be globally Lipschitz. 
 
Definition 5. The function Φ(𝑥, 𝑢) is said to be one-
sided Lipschitz if ∀𝑥, 𝑦 ∈ 𝔻, there exists a constant 
𝜌 ∈ ℝ satisfiying: 
 

< 𝛷(𝑥, 𝑢‾) − Φ(𝑦, 𝑢‾), 𝑥 − 𝑦 >≤ 𝜌 ∥ 𝑥 − 𝑦 ∥2   (9) 
 
Where 𝜌 is called the one-sided Lipschitz constant 
and it corresponds to the Jacobian’s logarithmic 
matrix norm: 

𝜌 = lim
𝑡→∞

 sup [𝜇 (
∂Φ

∂𝑥
)] , ∀𝑥 ∈ 𝔻          (10) 

 
Definition 6. The function Φ(𝑥, 𝑢) is quadratically 
inner bounded in 𝔻 if there exsit 𝛽, 𝛾 ∈ ℝ such that 
the following inequality holds ∀𝑥, 𝑦 ∈ 𝔻. 
(Φ(𝑥, 𝑢‾) − Φ(𝑦, 𝑢‾))𝑇(Φ(𝑥, 𝑢‾) − Φ(𝑥, 𝑢‾)) ⩽

𝛽 ∥ 𝑥 − 𝑦 ∥2+ 𝛾⟨𝑥 − 𝑦, Φ(𝑥, 𝑢‾) − Φ(𝑦, 𝑢‾)⟩
     (11) 

 
Assuming that the defined system includes 

certain states that cannot be directly measured, this 
research aims to devise a fractional-order observer 
that provides an accurate estimate of the full state 
vector. To overcome this latter challenge, we 
consider the observation scheme as follows: 

𝐷𝛼�̂�(𝑡) = 𝐴�̂�(𝑡) + Φ(�̂�, 𝑢) + 𝐿(𝑦 − 𝐶�̂�)     (12) 
 
Then the observation error system dynamics for 
�̃�(𝑡) = 𝑥(𝑡) − �̂�(𝑡) are provided by: 

𝐷𝛼�̃�(𝑡) = (𝐴 − 𝐿𝐶)�̃�(𝑡) + ΔΦ        (13) 
Where ΔΦ = Φ(𝑥, 𝑢) − Φ(�̂�, 𝑢). 
 

Here, the observer gain 𝐿 should be designed in 
such a way as to guarantee the asymptotic 
convergence of the error system trajectories toward 
the origin. 

 

4  Main Results 
In this section, a sufficient condition for the 
existence and asymptotic convergence of the 
proposed observer is established. The following 
theorem summarizes our main findings: 
 
Theorem 2. Assuming that system (7) satisfies the 
conditions (10) and (11) with constants 𝜎, 𝜌 and 𝜂, 
and if there exist scalars 𝑐, 𝜎 > 0 such that the 
following Riccati-like inequality has a symmetric 
positive definite solution 𝑃: 

𝐴𝑇𝑃 + 𝑃𝐴 + 𝜀𝑃2 + 2 (𝜌 +
2𝛽

𝜀
+

(2𝛾−𝜀)2

4𝜀
) 𝐼𝑛 

−𝜎𝐶𝑇𝐶 < 0
   (14) 

 
And the observer holds the form (13), with: 

𝐿 =
𝜎

2
𝑃−1𝐶𝑇                              (15) 

 
Then it can be assured that observer error 
dynamicsare asymptotically stable. 
 
Proof: Examining the following Lyapunov 
functional candidate: 

𝑉(𝑡, �̃�) = �̃�𝑇(𝑡)𝑃�̃�(𝑡)            (16) 
 
Applying the fractional derivative of order𝛼to 
expression (19) and referencing Lemma 1 yields: 

𝐷𝛼𝑉 ≤ 2�̃�𝑇𝑃(𝐷𝛼�̃�)               (17) 
 
By substituting Equation (14) into Equation (17), we 
obtain: 

𝐷𝛼𝑉 ≤ �̃�𝑇((𝐴 − 𝐿𝐶)𝑇𝑃 + 𝑃(𝐴 − 𝐿𝐶))�̃�(𝑡)

+2�̃�𝑇𝑃ΔΦ
   (18) 

 
The following property holds for all scalar values of 
𝜖 >  0: 

2�̃�𝑇𝑃ΔΦ ≤ 𝜀�̃�𝑇𝑃2�̃� +
1

𝜀
ΔΦ𝑇ΔΦ           (19) 

 
Since Φ(𝑥, 𝑢) is quadratically inner bounded, it 
follows from (-) that one can derive: 

2𝑥‾𝑇𝑃ΔΦ ≤ 𝜖𝑥‾𝑇𝑃2𝑥‾ +
1

𝜀
(2(𝛽𝑥‾𝑇𝑥‾ + 𝛾𝑥‾𝑇ΔΦ) − ΔΦ𝑇ΔΦ)

        (20) 

 
From the one sided Lipschitz definition, it is evident 
that: 

𝜌𝑥‾𝑇𝑥 − 𝑥‾𝑇ΔΦ ≥ 0        (21) 
 

On the basis of inequalities (20) and (21), we 
can express equation (18) in the following 
reformulated form: 
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𝐷𝛼𝑉≤[ �̃�𝑇

ΔΦ𝑇]
𝑇

×

[
(𝐴−𝐿𝐶)𝑇𝑃+𝑃(𝐴−𝐿𝐶)+𝜖𝑃2+(𝜌+

2𝛽

𝜀
)𝐼𝑛 (

2𝛾−𝜀

2𝜀
)𝐼𝑛

(
2𝛾−𝜀

2𝜀
)𝐼𝑛 −

1

𝜀
𝐼𝑛

]

×[
�̃�

ΔΦ
]

      (22) 

 
To achieve 𝐷𝛼𝑉 ≤ −𝛼3 ∥ 𝑥 ∥𝑎1𝑎2, the following 
condition should be accomplished: 

[
(𝐴−𝐿𝐶)𝑇𝑃+𝑃(𝐴−𝐿𝐶)+𝜖𝑃2+(𝜌+

2𝛽

𝜀
)𝐼𝑛 (

2𝛾−𝜀

2𝜀
)𝐼𝑛

(
2𝛾−𝜀

2𝜀
)𝐼𝑛 −

1

𝜀
𝐼𝑛

]

<0
    (23) 

 
By referring to Lemma 2  the condition in (23) can 
be expressed as : 

(𝐴 − 𝐿𝐶)𝑇𝑃 + 𝑃(𝐴 − 𝐿𝐶) + 𝜖𝑃2 +

(𝜌 +
2𝛽

𝜀
+

(2𝛾−𝜀)2

4𝜀
) 𝐼𝑛 < 0                          (24) 

 
Let 𝐿 =

𝜎

2
𝑃−1𝐶𝑇, thenconditions (24), (14) are 

equivalent. 
 
 
5  Simulation Results 
This section presents a numerical simulation 
example demonstrating the effectiveness of the 
fractional-order observer design technique 
introduced in Section 3. We consider the simulation 
example provided in [31]. Consider a fractional-
order nonlinear dynamical system represented by Eq 
(1), defined as follows: 

𝐴 = [
−3 1
0 −6

] ;  𝐶 = [1  0]                    (25) 
 

Φ(𝑥, 𝑢) = [
sin(𝑥1) − 2𝑥1

−2𝑥2 + cos (𝑥2)
]             (26) 

 
By applying the mean value theorem one can derive: 

ΔΦ𝑇 �̃�(𝑡) ≤ −‖�̃�(𝑡)‖;                (27) 
 

ΔΦ𝑇ΔΦ ≤ 9‖�̃�(𝑡)‖2;               (28) 
 

Consequently, the system’s nonlinearity 
satisfies the one-sided Lipschitz continuity 
condition (.) and the quadratic inner boundness(.), 
with 𝜌 = −1, 𝛽 = 9 , and 𝛾 = 0. In turn, Theorem 

2 can be examined to design a full-state observer for 
this system. By setting 𝜎 = 10 and utilizing the 
YALMIP toolbox, the resolution of the NMI (−) 
provides the following result: 

𝑃 = [
1.7229 0.2195
0.2195 2.6591

] = 𝑃𝑇 > 0      (29) 
 
Thus, the observer gain matrix: 
 

𝐿 = [
2.9329

−0.2421
]                             (30) 

 
The system’s initial conditions are selected as 

𝑥0 = [2, −1], whereas the designed observer is 
initialized with zero initial conditions. 

 

 
Fig. 1: Actual state 𝑥1 and its estimation time 
history  
 

 
Fig. 2: Actual state 𝑥2 and its estimation time 
evolution 
 

 
Fig. 3: The observation error time evolution 
 

The observation results of the system states 𝑥1 
and 𝑥2 are illustrated in Figure 1 and Figure 2, 
respectively.The proposed observer demonstrates 
significant effectiveness in accurately reconstructing 
the system's full state vector, which. This 
effectiveness is further corroborated by the 
observation error time history Figure 3, which 
exhibits asymptotic convergence to zero. 
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6  Conclusion 
An innovative NMI-based observer design for a 
broader class of nonlinear systems is presented in 
this study. Leveraging the one-sided Lipschitz 
condition and the quadratic inner-boundedness 
property, combined with the fractional-order 
extension of Lyapunov's direct method, sufficient 
conditions for the applicability of the proposed 
observer are established. The stability analysis 
ensures that the observation error converges 
asymptotically to the origin. The effectiveness of the 
proposed technique is validated through the state 
estimation of a fractional-order nonlinear system. 
 
References: 

[1] G. Ciccarella, M. Dalla Mora and A. Germani, 
A Luenberger-like observer for nonlinear 
systems. International Journal of Control, 
1993, vol. 57, no 3, pp. 537-556. 
https://doi.org/10.1080/00207179308934406. 

[2] Y. Songand, J. W. Grizzle, The extended 
Kalman filter as a local asymptotic observer 
for nonlinear discrete-time systems. In: 1992 

American control conference. IEEE, Chicago, 
IL, USA, 1992, pp. 3365-3369. 
https://doi.org/10.23919/ACC.1992.4792775. 

[3] K. Reifand, R. Unbehauen, The extended 
Kalman filter as an exponential observer for 
nonlinear systems. IEEE Transactions on 

Signal processing, 1999, vol. 47, no 8, pp. 
2324-2328. 
https://doi.org/10.1109/78.774779. 

[4] M. A. Hammami, Global convergence of a 
control system by means of an observer. 
Journal of Optimization Theory and 

Applications, 2001, vol. 108, no 2, pp. 377-
388. 
https://doi.org/10.1023/A:1026442402201. 

[5] X. Zhou, Y. Dai, E. Ghaderpour, A. 
Mohammadzadeh, P. D'Urso, A novel 
intelligent control of discrete-time nonlinear 
systems in the presence of output saturation,  
Heliyon, vol. 10, no. 19, 2024, e38279. 
https://doi.org/10.1016/j.heliyon.2024.e38279. 

[6] L. Jing, A new method of parameter 
estimation and adaptive control of nonlinear 
systems with filterless least-squares, Asian 
Journal of Control, vol. 26, no. 3, 2024, pp. 
1339-1345. https://doi.org/10.1002/asjc.3256. 

[7] X.-H. Xiaand W.-B. Gao, Nonlinear observer 
design by observer error linearization. SIAM 

Journal on Control and Optimization, 1989, 
vol. 27, no 1, pp. 199-216. 
https://doi.org/10.1137/0327011. 

[8] M. Arcakand, P. Kokotović, Nonlinear 
observers: a circle criterion design and 
robustness analysis. Automatica, 2001, vol. 
37, no 12, pp. 1923-1930. 

 https://doi.org/10.1016/S0005-
1098(01)00160-1. 

[9] A. Zemouche, M. Boutayeb and G. I. Bara, 
Observers for a class of Lipschitz systems 
with extension to H∞ performance analysis. 
Systems & Control Letters, 2008, vol. 57, no 
1, pp. 18-27. 
https://doi.org/10.1016/j.sysconle.2007.06.012 

[10] A. Zemouche and M. Boutayeb, On LMI 
conditions to design observers for Lipschitz 
nonlinear systems. Automatica, 2013, vol. 49, 
no 2, pp. 585-591. 

 https://doi.org/10.1016/j.automatica.2012.11.0
29. 

[11] D. Ichalal, B. Marx, S. Mammar, D. Maquin, 
J. Ragot. Observer for Lipschitz nonlinear 
systems: mean value theorem and sector 
nonlinearity transformation. In: IEEE Multi-

Conference on Systems and Control, MSC 

2012, Oct 2012, Dubrovnik, Croatia. 
https://doi.org/10.1109/ISIC.2012.6398269. 

[12] A.M. Pertew, H.J. Marquez and Q. Zhao, 
H/sub /splinfin// observer design for lipschitz 
nonlinear systems, IEEE Transactions on 
Automatic Control, vol. 51, no. 7, 2006, pp. 
1211-1216, 
https://doi.org/10.1109/TAC.2006.878784. 

[13] R. Rajamani, Observers for Lipschitz 
nonlinear systems. IEEE transactions on 

Automatic Control, 1998, vol. 43, no 3, pp. 
397-401. https://doi.org/10.1109/9.661604. 

[14] A. Farhangfar and R.J. Shor, State Observer 
Design for a Class of Lipschitz Nonlinear 
System with Uncertainties, IFAC-
PapersOnLine, vol. 53, no. 1, 2020, pp. 283-
288. 
https://doi.org/10.1016/j.ifacol.2020.06.048. 

[15] M. Abbaszadeh and H. Marquez, J. Nonlinear 
observer design for one-sided Lipschitz 
systems. In: Proceedings of the 2010 

American control conference. IEEE, 2010. 
Baltimore, MD, USA, pp. 5284-5289. 
https://doi.org/10.1109/ACC.2010.5530715. 

[16] W. Zhang, H.-S. SU, Y. Liang. Non-linear 
observer design for one-sided Lipschitz 
systems: an linear matrix inequality approach. 
IET control theory & applications, 2012, vol. 
6, no 9, pp. 1297-1303. 
https://doi.org/10.1049/iet-cta.2011.0386. 

[17] I. Podlubny, Fractional differential equations: 

an introduction to fractional derivatives, 

WSEAS TRANSACTIONS on SYSTEMS and CONTROL 
DOI: 10.37394/23203.2024.19.41 Mohsen Mohamed Hadji, Samir Ladaci

E-ISSN: 2224-2856 383 Volume 19, 2024

https://doi.org/10.1080/00207179308934406
https://doi.org/10.23919/ACC.1992.4792775
https://doi.org/10.1109/78.774779
https://doi.org/10.1023/A:1026442402201
https://doi.org/10.1016/j.heliyon.2024.e38279
https://doi.org/10.1137/0327011
https://doi.org/10.1016/S0005-1098(01)00160-1
https://doi.org/10.1016/S0005-1098(01)00160-1
https://doi.org/10.1016/j.sysconle.2007.06.012
https://doi.org/10.1016/j.automatica.2012.11.029
https://doi.org/10.1016/j.automatica.2012.11.029
https://doi.org/10.1109/ISIC.2012.6398269
https://doi.org/10.1109/9.661604
https://doi.org/10.1109/ACC.2010.5530715
https://doi.org/10.1049/iet-cta.2011.0386


fractional differential equations, to methods of 

their solution and some of their applications. 
Elsevier, 1998. 

[18] F. C. Meral, T. J. Royston and R. Magin, 
Fractional calculus in viscoelasticity: an 
experimental study. Communications in 

nonlinear science and numerical simulation, 
2010, vol. 15, no 4, pp. 939-945. 
https://doi.org/10.1016/j.cnsns.2009.05.004. 

[19] N. Engheta, On fractional calculus and 
fractional multipoles in electromagnetism. 
IEEE Transactions on Antennas and 

Propagation, 1996, vol. 44, no 4, pp. 554-566. 
https://doi.org/10.1109/8.489308. 

[20] C. Ionescu, A. Lopes, D. Copot, J.A.T. 

Machado and J.H.T. Bates, The role of 
fractional calculus in modelling biological 
phenomena: A review. Communications in 

Nonlinear Science and Numerical Simulation, 
2017, vol. 51, pp. 141-159. 
https://doi.org/10.1016/j.cnsns.2017.04.001. 

[21] S. Ladaci, J.J. Loiseau, and A. Charef, Using 
fractional order filter in adaptive control of 
noisy plants. In: Proceedings of the 

International Conference on Advances in 

Mechanical Engineering and Mechanics, 

ICAMEM 2006, Hammamet, Tunisia. 2006. 
pp. 1-6. 

[22] B. Khoumeri and S. Ladaci, Robust 
Fractional-Order Adaptive Control Design for 
a Single-Link Flexible Robot Arm. In: 2024 

2nd International Conference on Electrical 

Engineering and Automatic Control 

(ICEEAC). IEEE, Setif, Algeria, 2024, pp. 1-
6. 
https://doi.org/10.1109/ICEEAC61226.2024.1
0576274. 

[23] H. Benchaita, and S. Ladaci, Fractional 
adaptive SMC fault tolerant control against 
actuator failures for wing rock supervision. 
Aerospace Science and Technology, 2021, 
vol. 114, p. 106745. 

 https://doi.org/10.1016/j.ast.2021.106745. 
[24] Y. Wei, Z. Sun,Y. Hu and Y. Wang, On 

fractional order composite model reference 
adaptive control, International Journal of 

Systems Science, vol. 47, no. 11, 2016, pp. 
2521-2531. 
https://doi.org/10.1080/00207721.2014.99874
9. 

[25] A. Jmal, O.Naifar, A.Ben Makhlouf, N. 

Derbel and M. A. Hammami, Sensor fault 
estimation for fractional-orderdescriptorone-
sided Lipschitz systems. Nonlinear Dynamics, 

2018, vol. 91, pp. 1713-1722. 
https://doi.org/10.1007/s11071-017-3976-1. 

[26] T. Zhan, J. Tian, and S. Ma, Full-order and 
reduced-order observer design for one-sided 
Lipschitz nonlinear fractional order systems 
with unknown input. International Journal of 

Control, Automation and Systems, 2018, vol. 
16, no 5, pp. 2146-2156. 
https://doi.org/10.1007/s12555-017-0684-z. 

[27] A. A. Kilbas, H. M. SrivastavaandJ. J. 
Trujillo, Theory and applications of fractional 

differential equations. Elsevier, 2006. 
[28] N. Aguila-Camacho, M. A. Duarte-Mermoud, 

and J. A. Gallegos, Lyapunov functions for 
fractional order systems. Communications in 

Nonlinear Science and Numerical Simulation, 
2014, vol. 19, no 9, pp. 2951-2957. 
https://doi.org/10.1016/j.cnsns.2014.01.022. 

[29] Z. Yige, W. Yuzhen and  L. Zhi, Lyapunov 
function method for linear fractional order 
systems. In: 2015 34th Chinese Control 

Conference (CCC), Hangzhou, China, 28-30 
July 2015, pp. 1-6. 
https://doi.org/10.1109/ChiCC.2015.7259848. 

[30] S. Boyd, L. El Ghaoui, E. Feron, and V. 

Balakrishnan, Linear matrix inequalities in 

system and control theory. Society for 
industrial and applied mathematics, 
Philadelphia, 1994. 

[31] A. Jmal, O. Naifar, and N. Derbel, Unknown 
Input observer design for fractional-order one-
sided Lipschitz systems. In: 2017 14th 

International Multi-Conference on Systems, 

Signals & Devices (SSD). IEEE, Marrakech, 
Morocco, 2017. pp. 65-69. 
https://doi.org/10.1109/SSD.2017.8166917. 

 
Contribution of Individual Authors to the Creation 

of a Scientific Article (Ghostwriting Policy) 
The authors equally contributed in the present 
research, at all stages from the formulation of the 
problem to the final findings and solution. 
 
Sources of Funding for Research Presented in a 

Scientific Article or Scientific Article Itself 

No funding was received for conducting this study. 
 

Conflict of Interest 

The authors have no conflicts of interest to declare. 
 
Creative Commons Attribution License 4.0 

(Attribution 4.0 International, CC BY 4.0) 
This article is published under the terms of the 
Creative Commons Attribution License 4.0 
https://creativecommons.org/licenses/by/4.0/deed.en_
US 

WSEAS TRANSACTIONS on SYSTEMS and CONTROL 
DOI: 10.37394/23203.2024.19.41 Mohsen Mohamed Hadji, Samir Ladaci

E-ISSN: 2224-2856 384 Volume 19, 2024

https://doi.org/10.1016/j.cnsns.2009.05.004
https://doi.org/10.1109/8.489308
https://doi.org/10.1016/j.cnsns.2017.04.001
https://doi.org/10.1109/ICEEAC61226.2024.10576274
https://doi.org/10.1109/ICEEAC61226.2024.10576274
https://doi.org/10.1016/j.ast.2021.106745
https://doi.org/10.1016/j.cnsns.2014.01.022
https://doi.org/10.1109/ChiCC.2015.7259848
https://creativecommons.org/licenses/by/4.0/deed.en_US
https://creativecommons.org/licenses/by/4.0/deed.en_US



