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1. Introduction 

VER the last several decades, multiple antennas have been 
used to combat fast fading. Increase in diversity order 

provided by diversity techniques enables robust communicati-
ons in a fading environment [1], [2]. More recently, it has be-
en recognized that the capacity of wireless communication 
links is increased by using multiple antennas both at the trans-
mitter and the receiver [3], [4]. Toward achieving these capa-
cities, a promising transmission system, called Diagonal-Bell 
Laboratories Layered Space-Time (D-BLAST), has been pro-
posed in [3]. This scheme is able to provide a high spectral ef-
ficiency in a rich and quasistatic scattering environment. Ow-
ing to the large computational complexity required for this 
scheme, a simplified version, called Vertical BLAST (V-
BLAST) has been proposed in [5]. A BLAST scheme is pri-
marily based on the following three steps: 

 interference nulling to reduce the effect of the other 
(interfering) signals on the desired one; 

 ordering to select the sub-stream with the largest sig-
nal-to-noise ratio (SNR); 

 successive interference cancellation (SIC). 
Moreover, it was observed also in [3] that a minimum mean-
square-error (MMSE) criterion can be used instead of interfe-
rence nulling (zero forcing) to mitigate both interference and 
thermal noise. 
     Some papers [4], [6]-[8] propose an analytical evaluation 
of the capacity of MIMO systems. Some other papers address 
simulation of MIMO systems in frequency flat or selective fa-
ding channels [9]-[11], while in [12] the investigation of capa-
bility of V-BLAST systems with maximum likelihood detec-

tion to reduce interference and thermal noise contributions has 
been carried out. In the present paper, we investigate the per-
formance of multiple-input multiple-output (MIMO) systems 
employing the generalized receiver with high spectral efficie-
ncy. In particular, we consider the symbol error probability 
(SEP) for coherent detection of M-ary phase shift keying 
(PSK) signals in a flat Rayleigh-fading environment. 
     We start from the analytical framework developed in [13] 
for optimum combining (OC) of signals in multi-antenna sys-
tems in the presence of co-channel interferers and thermal no-
ise. This framework enables us to investigate the performance 
of MIMO-MMSE systems employing the generalized receiver 
in flat Rayleigh fading channels. We generalize this methodlo-
gy to derive the SEP for MIMO-MMSE system followed by 
SIC. We refer to this system as MIMO-MMSE-SIC and first 
investigate its performance for the cases of no error propaga-
tion (EP). We then extend our study to include the effects of 
EP. 
     The paper is organized as follows. In Section II, we provide 
the generalized receiver description. In Section III, we present 
the system description and the basic mathematics that is neces-
sary for understanding the MIMO-MMSE generalized receiv-
er. In Section IV, we give a new expression for analyzing opti-
mum combining of signals and derive the SEP at the MIMO-
MMSE generalized receiver output. In Section V, we present 
the performance analysis of MIMO-MMSE system employ-
ing the generalized receiver with SIC. Finally, in Section VI, 
we demonstrate some numerical results, including the compar-
ison with simulation. Conclusions are given in Section VII. 
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2. Generalized Receiver 

     The generalized receiver is constructed in accordance with 
the generalized approach to signal processing in noise [14]-
[16]. The generalized approach to signal processing in noise 
introduces an additional noise source that does not carry any 
information about the parameters of desired transmitted signal 
with the purpose to improve the signal processing system per-
formance. This additional noise can be considered as the refer-
ence noise without any information about the parameters of 
the signal to be detected. 

The jointly sufficient statistics of the mean and variance of 
the likelihood function is obtained under the generalized app-
roach to signal processing in noise employment, while the cla-
ssical and modern signal processing theories can deliver only a 
sufficient statistics of the mean or variance of the likelihood 
function. Thus, the generalized approach to signal processing 
in noise implementation allows us to obtain more information 
about the parameters of the desired transmitted signal incom-
ing at the generalized receiver input. Owing to this fact, the 
detectors constructed based on the generalized approach to si-
gnal processing in noise technology are able to improve the si-
gnal detection performance of signal processing systems in co-
mparison with employment of other conventional detectors. 

The generalized receiver (GR) consists of three channels 
(see Fig.1): the GR correlation detector (GR CD) channel – 
the preliminary filter (PF), the multipliers 1 and 2, the model 
signal generator (MSG); the GR energy detector (GR ED) 
channel – the PF, the additional filter (AF), the multipliers 3 
and 4, the summator 1; and the GR compensation channel (GR 
CC) – the summators 2 and 3, the accumulator 1. The thresh-
old apparatus (THRA) device defines the GR threshold. As we 
can see from Fig.1, there are two band-pass filters, i.e. the li-
near systems, at the GR input, namely, the PF and AF. We as-
sume for simplicity that these two filters or linear systems ha- 
ve the same amplitude-frequency characteristics or impulse re-
sponses. The AF central frequency is detuned relative to the 
PF central frequency. 

There is a need to note that the PF bandwidth is matched 
with the transmitted signal bandwidth. If the detuning value 
betwe-en the PF and AF central frequencies is more than 4 or 
5 times the transmitted signal bandwidth to be detected, i.e., 
where there is the transmitted signal bandwidth, we can beli-
eve that the processes at the PF and AF outputs are uncorrela-
ted because the coefficient of correlation between them is ne-
gligible (not more than 0.05). This fact was confirmed expe-
rimentally in [17] and [18] independently. Thus, the transmit-
ted signal plus noise can be appeared at the GR PF output and 
the noise only is appeared at the GR AF output. The stochastic 
process-es at the GR AF and GR PF outputs present the input 
stochas-tic samples from two independent frequency-time reg-
ions. If the discrete-time noise at the GR PF and GR AF inputs 
is Gaussian, the discrete-time noise at the GR PF output is Ga-
ussian too, and the reference discrete-time noise at the GR AF 
output is Gaussian owing to the fact that the GR PF and GR 
AF are the linear systems and we believe that these linear sys-
tems do not change the statistical parameters of the input pro-

cess. Thus, the GR AF can be considered as a generator of the 
reference noise with a priori information a “no” transmitted si-
gnal (the reference noise sample) [16, Chapter 5].  The noise 
at the GR PF and GR AF outputs can be presented as 
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where ][mgPF and ][mgAF are the impulse responses of the 
GR PF and GR AF, respectively. 
     In a general, under practical implementation of any detect-
or in wireless communication system with sensor array, the 
bandwidth of the spectrum to be sensed is defined. Thus, the 
GR AF bandwidth and central frequency can be assigned, too 
(this bandwidth cannot be used by the transmitted signal beca-
use it is out of its spectrum). The case when there are interfer-
ing signals within the GR AF bandwidth, the action of this in-
terference on the GR detection performance, and the case of 
non-ideal condition when the noise at the GR PF and GR AF 
outputs is not the same by statistical parameters are discussed 
in [19] and [20]. 
     Under the hypothesis 1H (“a yes” transmitted signal), the 

GR CD generates the signal component ][][ ksks i
m
i caused by 

interaction between the model signal ][ksm
i , forming at the 

MSG output, and the incoming signal ][ksi , and the noise co-

mponent ][][ kks i
m
i  caused by interaction between the model 

signal ][ksm
i  and the noise ][ki at the PF output. GR ED gen-

erates the transmitted signal energy ][2 ksi and the random com-
ponent ][][ kks ii  caused by interaction between the transmitted 
signal ][ksi and the noise ][ki at the PF output. The main pur-
pose of the GR CC is to cancel completely in the statistical se-
nse the GR CD noise component ][][ kks i

m
i  and the GR ED ra-

ndom component ][][ kks ii  based on the same nature of the 
noise ][ki . The relation between the transmitted signal to be 

detected ][ksi and the model signal ][ksm
i is defined as: 

,][][    ks ks i
m
i                                                                           (2) 

where  is the coefficient of proportionality. 
     The main functioning condition under the GR employment 
in any signal processing system including the communication 
one with radar sensors is the equality between the parameters 
of the model signal ][ksm

i and the incoming signal ][ksi , for 
example, by amplitude. Under this condition it is possible to 
cancel completely in the statistical sense the noise component

][][ kks i
m
i  of the GR CD and the random component ][ksi   

][ki of the GR ED. Satisfying the GR main functioning con-

dition given by (2), ][][ ksks i
m
i  , 1 , we are able to detect 

the transmitted signal with the high probability of detection at 
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the low SNR and define the transmitted signal parameters with 
high accuracy. 

     Practical realization of this condition (2) at 1 requires 
increasing in the complexity of GR structure and, consequent- 
ly, leads us to increasing in computation cost. For example, 

 

Fig. 1.  Generalized receiver structure. 
 
there is a need to employ the amplitude tracking system or to 
use the off-line data samples processing. Under the hypothesis 

0H  (“a no” transmitted signal), satisfying the main GR functi-
oning condition (2) at 1 we obtain only the background 

noise ][][ 22 kk ii   at the GR output. 
     Under practical implementation, the real structure of GR 
depends on specificity of signal processing systems and their 
applications, for example, the radar sensor systems, adaptive 
wireless communication systems, cognitive radio systems, sa-
tellite communication systems, and mobile communication sy-
stems and so on. In the present paper, the GR circuitry (Fig.1) 
is demonstrated with the purpose to explain the main function-
ing principles. Because of this, the GR flowchart presented in 
the paper should be considered under this viewpoint. Satisfy-
ing the GR main functioning condition (2) at 1 , the ideal 
case, for the wireless communication systems with radar sens-
or applications we are able to detect the transmitted signal 
with very high probability of detection and define accurately 
its parameters. 
     In the present paper, we discuss the GR implementation in 
communication systems using the radar sensor array. Since the 
presented GR test statistics is defined by the signal energy and 
noise power, the equality between the parameters of the model 
signal ][ksm

i and transmitted signal to be detected ][ksi , in pa-
rticular by amplitude, is required that leads us to high circuitry 
complexity in practice. For example, there is a need to employ 
the amplitude tracking system or off-line data sample process-
ing. Detailed discussion about the main GR functioning princi-
ples if there is no a priori information and there is an uncertai-
nty about the parameters of transmitted signal, i. e., the trans-
mitted signal parameters are random, can be found in [14] and 
[15, Chapter 6, pp.611–621 and Chapter 7, pp. 631–695]. 

     The complete matching between the model signal ][km
is

and the incoming signal ][ksi , for example by amplitude, is a 
very hard problem in practice because the incoming signal

][ksi depends on both the fading and the transmitted signal 
parameters and it is impractical to estimate the fading gain at 
the low SNR. This matching is possible in the ideal case only. 
The GD detection performance will be deteriorated under mi-
smatching in parameters between the model signal ][km

is and 
the transmitted signal ][ksi  and the impact of this problem is 
discussed in [21]-[27], where a complete analysis about the 
violation of the main GR functioning requirements is presen-
ted. The GR deci-sion statistics requires an estimation of the 
noise variance 2

  using the reference noise ][ki at the AF 
output. 
      Under the hypothesis 1H , the signal at the GR PF output, 
see Fig. 1, can be defined as 

][][][ kkskx iii   ,                                                              (3) 

where ][ki is the noise at the PF output and 

][][][ kskhks ii  ,                                                                   (4) 

where ][khi are the channel coefficients. Under the hypothesis

0H and for all i and k, the process ][][ kkx ii  at the PF output 
is subjected to the complex Gaussian distribution and can be 
considered as the i.i.d. process. 
     In the ideal case, we can think that the signal at the GR AF 
output is the reference noise ][ki with the same statistical pa-
rameters as the noise ][ki . In practice, there is a difference 
between the statistical parameters of the noise ][ki and ][ki . 
How this difference impacts on the GR detection performance 
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is discussed in detail in [20, Chapter 7, pp.63-695] and in [21] 
-[24]. 
     The decision statistics at the GR output presented in [14] 
and [16, Chapter 3] is extended for the case of antenna array 
when an adoption of multiple antennas and antenna arrays is 
effective to mitigate the negative attenuation and fading eff-
ects. The GR decision statistics can be presented in the follow-
ing form: 
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where 

 )]1(),...,0([  NxxX                                                           (6) 

is the vector of the random process at the GR PF output and
GRTHR is the GR detection threshold. 

     Under the hypotheses 1H and 0H when the amplitude of the 
transmitted signal is equal to the amplitude of the model sig-
nal, ][][ ksks i

m
i  , 1 , the GR decision statistics )(XGDT ta-

kes the following form in the statistical sense, respectively: 
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     In (7) the term s
N
k

M
i i Eks  


 

1
0 1

2 ][ corresponds to the ave-

rage transmitted signal energy, and the term 

 
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1
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1
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k

M
i i k is the background noise at the GR output. The 

GR output background noise is the difference between the noi-
se power at the GR PF and GR AF outputs. Practical impleme-
ntation of the GR decision statistics requires an estimation of 
the noise variance 2

 using the reference noise ][ki at the AF 
output. 

3. System Model for MIMO-MMSE 

Throughout the paper, the superscript * denotes conjugation 
and transposition. Vectors and matrices are indicated by bold, 

|| A and Adet denotes the determinant of matrix A, and 

Njijia ,,1,, }{  is the NN  matrix with the elements jia ji ,,,   
N,,1 . The MIMO system investigated in this paper is cha-

racterized by TN transmitting and RN receiving antennas (see 
Fig.2). 

 
 
Fig. 2. Investigated MIMO system with M-PSK modulation. 
 
The original data stream is divided in TN sub-streams, which 
are simultaneously transmitted by TN parallel M-PSK modula-
tors. The RN -dimensional signal )(kz at the output of the recei-
ving antennas at discrete-time moment can be written in the 
following form 

)()()( kkEk D wCbz   ,                                                    (8) 

where DE is the mean (over fading) received energy of the sig-
nal transmitted by each antenna, )(kb accounts for the transmi-
tted symbols with 
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)(kw is the additive Gaussian noise vector with 

Iww 05.0)}()({ N kkE  ,                                                   (10) 

and 05.0 N is the two-sided power spectral density of the ther-
mal noise per antenna element. The matrix C is the TR NN 

channel matrix 
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As in [1], [3]-[7], we consider slow frequency flat fading with 
the elements of the matrix C, modeled as the independent ide-
ntically distributed (i.i.d.) circular complex-valued Gaussian 
random variables having  
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     In the MIMO system based on linear combining, the recei-
ved vector )(kz is combined with the matrix F to obtain the de-
cision variables 

.   )()(~
kk zFb

                                                                         (13) 

The choice of F minimizing the expected square-error (MMSE 
criterion) between the transmitted symbols and the decision 
variables is given by the following well-known result [27] 

1
0 )(   ICBCBCF NDD EE ,                                    (14) 
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where in our case we have IB  based on the hypothesis of in-
dependence among the transmitted symbols. In this case Eq. 
(14) takes the form 

  CRF
1

DE  ,                                                                (15) 
where the covariance matrix R is given by 

ICCzzR 05.0)}()({ N 
DEkkE  .                              (16) 

In the following, the MIMO systems with combining matrix F 

(15) have referenced to as the MIMO-MMSE. 
     After linear MMSE reception, the vector )(~

kb  containing 
the linear MMSE estimates of the transmitted symbols is the 
vector )(kb further processed by a decision device to produce 

the estimated symbols )(~
kb . In its simplest form, the decision 

device is composed of a bank of parallel devices, one for each 
component of )(~

kb . This can be also interpreted as the vector 
linear equalizer, where the aim is to reduce the “intersymbol” 
interference (ISI) due to the parallel transmission of indepen-
dent symbols over the nonorthogonal radio channel, rather 
than the ISI among symbols transmitted at different time ep-
och as in single channel systems. More sophisticated subopti-
mum strategies can be designed, including successive interfe-
rence cancellation that acts in an analogous way to decision 
feedback equalizers, and will be investigated in Section V. 

4. Performance Evaluation of MIMO-

MMSE System 

     In this section, we will derive the SEP performance of 
MIMO-MMSE system constructed on the basis of the genera-
lized receiver. The crux of the derivation is to observe that 
MIMO-MMSE reception is equivalent to a bank of parallel 
optimum combiners each with RN antennas estimating the sig-
nal transmitted by one of the antenna, and treating signals 
from other remaining 1TN antennas as interferers. This fact 
proven in Appendix I enable us to obtain the SEP performance 
of MIMO-MMSE system based on the generalized receiver by 
leveraging the analytical framework developed for optimum 
combining. The coherent detection of M-PSK modulated sig-
nals using the optimum combining with AN receiving antennas 
in the presence of IN equal-power interferers, each with the 
mean (over fast fading) received energy per symbol IE , and 
the thermal noise in a flat Rayleigh-fading environment. 
     The SEP expressing of [13] requires the evaluation of nest-
ed minN -fold integrals, with 

}1,min{min  TR NNN  ,                                                    (17) 

that it can be cumbersome for large minN . We extended this to 
reduce the computational complexity, as follows. 
     Now, there is a need to prove the following statement. The 
exact SEP expression for coherent detection of M-ary PSK 
with optimum combining, RN receive, and 1TN equal power 
co-channel interferers and thermal noise is 
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),( z is the incomplete Gamma function. Let us prove this 
statement. 
     The exact expression for the SEP of MIMO-MMSE system 
with the generalized receiver and RA NN  receiving antennas 
and 1 TI NN equal power co-channel interferers is given as 

  
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Equation (22) was obtained in [13], [25], and [26] with the ex-
ception of different integration limits. This difference is due to 
the fact that unordered nonzero eigenvalues of the covariance 
matrix R

~
of [28]-[30] are used here in (22). In the present pa-

per, the covariance matrix R
~

of [31], [32] is denoted by jR
~

(Appendix I). In (22) we use the following notations:
xλ

~SEP is 
the symbol error probability conditioned on the given realize-
tion ,[ 1xx , T

Nx ]
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of the minN nonzero unordered eigen-
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1λ , T
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 of the central Wishart matrix (Ap-
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where }1,max{max  TR NNN .
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~SEP is given by [33] 
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and )(~ x
λ

f is the joint probability density function (pdf) of the 

random variable λ
~

given by (79), Appendix II. Substituting 
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(79) in (22) we obtain 
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where )(1 xV is the Vandermonde matrix (see Appendix II).The 
expression (25) can be simplified using the following statem-
ent, whose proof is given in [8]. Under the given two arbitrary 

NN  matrices )(xΦ and )(xΨ with i-th and j-th elements, i.e., 
)( ji x and )( ji x , and an arbitrary function )( the following     

identity holds: 
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where the multiple integral is over the domain 

},,,{ 21 bxabxabxa N  D                          (27) 

and 
. 21 Ndxdxdxd x                                                              (28) 

Using (26) at 
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we obtain 
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Finally, using the following identity 
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)],(),1()1([!)exp( bnabnnbnbbn                      (32) 

valid at 1n and }arg{b , we obtain (18) that provides a 
concise SEP expression and is amenable for efficient evaluati-
on involving only a single integral with finite limits of integra-
tion. 

As shown in Appendix I, in the case of MIMO-MMSE syst-
em with the generalized receiver we can think of the linear 
MMSE combiner as equivalent to a bank of parallel optimum 
or MMSE combiners, each considering one of the signals tran-
smitted by an antenna as the desired signal and the remaining

1TN as interferers when ID EE  due to the assumption of 
uniform mean power over the transmitting antennas. 

When the decision device following the linear combiner is a 
bank of independent slicers, the SEP is the same for all layers 
and is given by (18) together with (19) and (20). In the follow-
ing the SEP of the MIMO-MMSE systems with the generaliz-
ed receiver and TN transmitting and RN receiving antennas is 
denoted as 

)]2,,( 0NDTRMMSE ENNSEP                                              (33) 

where 0NDE is the receive symbol SNR per transmitting an-
tenna. In the next section, the performance of various decision 
devices following the MMSE linear combiner is investigated. 

5. MIMO-MMSE System With SIC 

     The practical generalized receiver structure suggested ori-
ginally in [20] includes a linear combiner and successive inte-
rference cancellation. Although the linear MMSE combiner is 
expected to perform better than the zero-forcing combiner [3]-
[5], the latter is usually investigated in the literature since it is 
easier to analyze. Here, we derive simple expressions for the 
performance of the MIMO systems based on the generalized 
receiver with the linear MMSE combiner followed by SIC and 
denoted as MIMO-MMSE-SIC systems based on the general-
ized receiver. We consider a low-complexity SIC algorithm in 
which one of the linear MMSE combiner outputs is chosen, 
and the corresponding transmitted symbol is estimated by a 
slicer. The contribution of the signal due to this detected sym-
bol is then reconstructed and cancelled from the received vec-
or. The same procedure is replaced for all remaining symbols. 
     We note that the performance of the MIMO-MMSE-SIC 
system with the generalized receiver can be improved by a 
proper ordering of the symbols to be detected on the basis of 
the instantaneous channel state. The evaluation of its perform-
ance is beyond the scope of the present paper. It is well-known 
that a detection with decision feedback suffers from EP, that 
is, the cancellation of an erroneously detected symbol increas-
es the power of the interfering terms and can cause significant 
performance degradation [34], [35]. The same phenomenon is 
present in MIMO receivers employing SIC. In the next subse-
ctions, we analyze the performance of the MIMO-MMSE-SIC 
system based on the generalized receiver for the cases of with-
out EP (NEP) as well as with EP. 

5.1 Performance of MIMO-MMSE-SIC 

System without EP  

     Equation (33) provides the starting point for evaluating the 
performance of the MIMO-MMSE-SIC system employing the 
generalized receiver with arbitrary choice of order in the sym-
bol detection. Without loss of generality, in the following it 
will be assumed that in the i-th step we detect the i-th element

)(kbi of )(kb . It is easy to show that with SIC the SEP can be 
derived by using the following: 

WSEAS TRANSACTIONS on SIGNAL PROCESSING 
DOI: 10.37394/232014.2021.17.1 Vyacheslav Tuzlukov

E-ISSN: 2224-3488 6 Volume 17, 2021



 

 




 
TN

i

i
T

SICMMSE SEP
N

SEP
1

1   ,                                             (34) 

where iSEP represents the probability of making an error in the 
detection of the i-th symbol. To derive iSEP let us define

)(][ kiz  as the received vector after the cancellation of the pre-
viously detected )1( i symbols, so that )()(]1[ kk zz  . The in-

dex k is omitted in the rest of the present paper for brevity. In 
the absence of EP we can write 

wcczz  


TN

i

iiDD bEbE
2

11]2[  ,                           (35) 

where ic is the propagation vector corresponding to ib . In gen-
eral 

wbCzz  ][][][ iiDi E  ,                                                  (36) 

where ][ib is the vector of the remaining 1 iNT undetected 

symbols and ][iC represents the )1(  iNN TR channel vect-
ors corresponding to the 1i estimated symbols. Equation (36) 
shows that ][iz can be thought of as the received vector of the 
MIMO-MMSE system constructed based on the generalized 
receiver with RN receiving antennas and 1 iNT transmit an-
tennas. Hence, iSEP is equal to /,1,( DTRMMSE EiNNSEP   

)0N and (34) becomes 


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SICMMSE EiNNSEP
N
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1

0),2,1,(1
N

 
(37)                                              

5.2 Performance of MIMO-MMSE-SIC System 

with EP  

     Note that (34) holds even in the presence of EP, provided 
that the probabilities iSEP take into account the effects of EP. 
Unfortunately, the definition of the exact expressions for iSEP  
is difficult. Here, we present a simple approach to estimate 
these probabilities, which are shown to be very accurate in the 
numerical results section. 
     By using the total probability theorem, we can write 








1

0

)()( }{}|{
iN

j

i
j

i
jii EPEerrorPSEP  ,                                     (38) 

where 12  i
iN the mutually exclusive events )(i

jE , with

1}{ )( i
jEP  , regarding the 1i previous symbols decisions. 

}|{ )(i
ji EerrorP is the probability of making an error at the de-

tection of the i-th symbol conditioned on the event )(i
jE . Each 

event )(i
jE can be associated with the )1( i - dimensional vect-

or )(i
js , with the element )(

,
i
mjs equal to zero if the symbol at the 

step m has been correctly detected, one otherwise. For examp-
le, Ti

j ]1,,0,1,1,0[)( s represents the event that the first symbol 
has been correctly detected, the second has been incorrectly 
detected, and so on. It is convenient for what follows to assu-
me that )(i

js is the )1( i - dimensional vector containing the bi-

nary representation of the number j. To better understand our 
derivation of }|{ )(i

ji EerrorP , let us consider a simple example 

with 2i . In this case, we have two sequences ]0[)2(
0 s and

]1[)2(
1 s , associated to the events )2(

0E  and )2(
1E , respectively.

}|{ )2(
02 EerrorP represents the error probability for the second 

symbol conditioned on the event that the first symbol has been 
correctly detected. Similarly }|{ )2(

12 EerrorP represents the er-
ror probability for the second symbol conditioned on the event 
that the first symbol has been erroneously detected. While

}|{ )2(
02 EerrorP can be easily derived using the results of Sec-

tion V-A, the evaluation of }|{ )2(
12 EerrorP is much more in-

volved. To derive it, let us consider the received vector ]2[z  

wccczz  


TN

i

iiDDD bEbbEbE
2

11111]2[ )ˆ(ˆ  
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  
eq

bbEE DD )ˆ( 111]2[]2[ ,                                  (39) 

where 1̂b is the erroneous decision regarding 1b . The comparis-
on of (35) and (39) shows that the error of the previous symb-
ol results in an additional disturbance, which can cause severe 
performance degradation. To estimate this effect we approxi-
mate the term eqw as the Gaussian random variable with the 

zero mean, i.e. 0}{ eqwE and 

Iww )2}|ˆ{|(}{ 0
2

11
* N bbEDeqeq EE  ,                             (40) 

where expectations are with respect to the thermal noise, sym-
bols, and propagation vectors. It will be apparent in the Secti-
on VI that this Gaussian model is adequate for obtaining the 
SEP performance of MIMO systems. Under the high-SNR re-
gime most of the errors will be such that 1̂b is one of the neigh-
boring symbols of 1b . In this case, 

)(sin4|ˆ| 22
11 MbbdMPSK   ,                                       (41) 

and hence 

Iww )2(}{ 0
* N MPSKDeqeq dEE  .                                      (42) 

With this approximations, in ]2[z (39) is equivalent to the recei-
ved vector of the MIMO-MMSE system based on the generali-
zed detector with 1TN (since one symbol has been already 
detected) transmitting antennas each giving an equivalent SNR 
per receiving antenna equal to 
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and, therefore 
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(44) 
Equation (44) can be generalized for arbitrary i and )(i

jE . In 

fact, if the detection of the previous 1i symbols has caused n 

errors, the received vector ][iz becomes 
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 }{
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eqiiDE wbC  ][][   ,                                                         (45) 

where nA denotes the set of indexes of the n erroneously deci-
ded symbols. Since the transmitted symbols are statistically in-
dependent, we again have 
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Finally, the term }|{ )2(
12 EerrorP can be written in the follow-

ing form 
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where m
jn indicates the number of ones (wrong symbols) in the 

first m positions of the vector )(i
js . 

     Now, let us consider the evaluation of }{ )(i
jEP . This can be 

written as 
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By using the well-known relation 
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we obtain 
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We now consider the term } ,{ )(
,

2
1

)(
1,

i
mj

i
m

i
ij ssP 

  . That represents 

the probability of error 1)(
1, 

i
ijs or a correct decision 0)(

1, 
i
ijs

at the detection of the th-)1( i symbol conditioned on the 

detection of the first )2( i symbols. This problem can be sol-
ved by means of the previous model used to evaluate the pro-
bability of error }|{ )(i

ji EerrorP  
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(51) 
The particular structure of (51) allows us to write }{ )(i

jEP as 

the product of conditioned )1( i probabilities, each condition-
ed on the result of the detection of the previous symbols that 
can be calculated by using an expression similar to (51) 
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(53) 

The final result of the previous analysis gives the performance 
of MIMO-MMSE-SIC reception with the following simple ex-
pression: 









 

T iN

i

N

j

i
jTR

T
SICMMSE iNN

N
SEP

1

1

0

1 )1,),1(,( 1
P  











1

1

)(
,

1 ),),1(,(
i-

n

i
nj

n
jTR siNN P .                                   (54) 

Note that for a given value of 02NDE the number of terms
)(MMSESEP  to be calculated in (54) depends only on TN , and 

it is given by 





TN

j

TT NNj
1

)1(5.0   .                                                       (55) 

The error probability )(MMSESEP can be derived by using the 
exact formula (18) together with (19) and (20) or one of the 
approximate expressions given in [13]. 
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6. Numerical Results 

     Here we demonstrate the comparison between the MIMO-
MMSE and MIMO-MMSE-SIC systems constructed on the 
basis of the generalized receiver using the analytical expressi-
ons obtained in previous sections. The performance is evalua-
ted in terms of SEP plotted as a function of the total SNR per 
receiving antenna element and spectral efficiency effS , defined 
as 

   
,   log 

;   
2

 

2

0
















MNS

EN
S

T
SICMMSEMIMO

eff

DTMMSEMIMO
eff N                                (56) 

respectively. To assess the validity of the proposed approxim-
ate formulas, the performance of the MIMO-MMSE and 
MIMO-MMSE-SIC systems constructed on the basis of the 
generalized receiver is compared with bit-level simulations 
where over 910 of symbols were generated. 
     The effect of EP on the performance of the MIMO-MMSE-
SIC systems constructed on the basis of the generalized recei-
ver is presented in Fig. 3 at 4RN , quaternary phase shift ke-
ying (QPSK) modulation, and TN ranging from 2 to 4. Using 

Fig. 3 we can see that the target SEP is 310 and 4 TR NN , 
the hypothesis of absence of EP gives an optimistic estimate 
of the required SNR by about 3 dB.  
 

 
Fig. 3. Performance of MIMO-MMSE-SIC with EP and NEP 
for QPSK, 4RN , and various values of .42TN  
 

 
Fig. 4. Performance of MIMO-MMSE and MIMO-MMSE-
SIC as a function of SNR for QPSK, 4RN , and various va-
lues of .42TN  
 
     Furthermore, when small values of TN are considered, the 
number of cancellation steps decreases and the system is less 
sensitive to EP. In all subsequent figures, EP is taken into ac-
count. As clearly shown in Fig. 4, the MIMO-MMSE-SIC sy-
stem constructed on the basis of the generalized receiver out-
performs the MIMO-MMSE system constructed based on the 
generalized receiver. Moreover, the results confirm that our 
analytical results including the effects of EP are in excellent 
agreement with simulation results. 
 

 
Fig. 5. Performance of MIMO-MMSE and MIMO-MMSE-
SIC as a function of SNR for QPSK, 5RN , and various va-
lues of .52 TN  
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Fig. 6. Performance of MIMO-MMSE and MIMO-MMSE-
SIC as a function of SNR for QPSK, 6RN , and various va-
lues of .6,4,2TN  
 
     The validity of the proposed model can also be appreciated 
in Figs. 5 and 6, where the same curves of Fig. 4 are shown 
but now RN equal to 5 and 6, and different values of TN are co-
nsidered. Note that using a number of receiving antennas lar-
ger than the number of transmitting antennas gives a large im-
provement due to the additional diversity gain available. 
 
 
     Figure 7 demonstrates the SEP as a function of the number 
of transmitting antennas for 6RN , QPSK modulation and 
different values of SNR. The figure clearly shows how, as ex-
pected, increasing in TN degrades the SEP performance. On 
the other hand, increasing the number of transmit antennas 
provides an improvement in terms of spectral efficiency. In 
particular, if we fix the target SEP at 310 , we can achieve a 
spectral efficiency of 8 b/sec/Hz at 4TN for values of SNR 
equal to 15 dB or higher. 
 

 
Fig. 7. Performance of MIMO-MMSE-SIC as a function of

TN for QPSK, 6RN , and various values of SNR ranging 
from 0 to 30 dB. 
 
     To appreciate the exceptional spectral efficiencies provided 
by these practical systems, we show in Fig. 8 the spectral effi-
ciency of the MIMO-MMSE-SIC system constructed on the 
basis of the generalized receiver as a function of SNR for diff-
erent values of RN and TN at the target SEP equal to 310 . The 
curves on Fig. 8, obtained from the analytical expressions de-
veloped in the previous sections and including EP, demonst-
rate that a spectral efficiency of 8 bit/s/Hz can be achieved at 
the SNR of about 29 dB with 4RN antennas. This value is re-
duced to about 15 dB at 6RN . 
     Finally, Fig. 9 is similar to Fig. 8 but with reference to the 
bit-error probability (BEP), here approximated as MSEP 2log  
under the hypothesis of Gray coding [36], for different modu-
lation formats, 6RN receiving antennas and the target BEP 

of 310 . Symbols on a given curve indicate the number of tran-
smitting antennas 61TN . The crossing of the curves in 
Fig. 9 shows that for a given value of effS there is an optimum 
modulation format with minimum required SNR. If we fix, for 
instance, 16effS bit/s/Hz, the minimal SNR is achieved with 
16-PSK and four transmitting antennas. The other modulation 
formats require a larger value of SNR or provide the smaller 
spectral efficiency. 
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Fig. 8. Spectral efficiency of MIMO-MMSE-SIC as a function 
of SNR for QPSK and various values of TN  and RN  at the tar-

get SEP of 310  . 
 

 
Fig. 9. Spectral efficiency of MIMO-MMSE-SIC as a function 
of SNR for 6RN and various modulation format and TN  at 

the target BEP of 310  . 

7. Conclusion 

     In this paper, we have investigated the performance of high 
spectral efficiency of the MIMO systems based on the genera-
lized receiver with M-PSK signals in a flat Rayleigh-fading 
environment. We first proposed a methodology to evaluate the 
SEP for the MIMO systems with the generalized receiver bas-
ed on the linear MMSE combining. Based on this methodolo-
gy, we further derived the performance of the MIMO-MMSE 

system constructed on the basis of the generalized receiver fol-
lowed by successive interference cancellation (MIMO-MMSE 
-SIC). We extended this to include the EP effect. Our results 
are valid for arbitrary number of transmitting and receiving 
antennas and are confirmed by Monte Carlo simulations. 

Appendix I 

Equivalence Between Parallel Optimum 

and Joint Combining 
     We note that the problem of detecting the j-th transmitted 
symbol in a MIMO system, in which case all others 1TN  
transmitted symbols can be thought of as interferers. Note that 
all the interfering signals are characterized by a man (over fast 
fading) received energy per symbol equal to DE . This scenario 
is equivalent to a multiantenna system with RA NN  receiving 
antennas and 1 TI NN interfering signals, with the mean 
energy per symbol equal to DI EE  . It is well known that 
with optimal combining the weights that maximize the output 
signal-to-interference-plus-noise ratio (SINR) are given 

jjjOC j
cRg

1  ,                                                                  (57) 

where j is the arbitrary constant that does not affect the array 

output SINR, jc is the propagation vector corresponding to jb , 

and jR is the covariance matrix given by 

IRR 02~
N jDj E  ,                                                          (58) 

with 

 jjj CCR
~  ,                                                                        (59) 

and 

    1121 TNjjj cccccC    ,                     (60) 

where jc is the column vector. Here we prove that (15) is equi-

valent to (57) and, therefore, the analytical framework develo-
ped in Section IV can be applied to investigate MIMO system 
with MMSE linear reception. 
     The j-th row of the matrix 

G in (5) that is given by 

  jDj E cRg
1  ,                                                                 (61) 

if we consider its conjugate transpose, we obtain 

jDj E cRg
1  ,                                                                 (62) 

where we used the property of the Hermitian matrices  )( 1
R

1 R . To show that (62) is equivalent to (57) we need to pro-
ve the following statement. 
     Let nmM ,D and 1,  nmj MD be given by 

 ndddD 21  ,                                                       (63) 
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and 

    1121 njjj dddddD    ,                      (64) 

where nmM , denotes the set of the )( nm complex matrices. 

Let Q and jQ be equal to IDD 21 KK  and IDD 21 KK jj  , re-

spectively, with scalars 01 K and 02 K . Then, the complex 

vectors jj dQv
1

 
and jjj dQs

1
 
are related as jjj sv   

where 

jjj

j
K dQd

1


11
1

  ,                                                          (65) 

is a real nonnegative number. 
     Let us see the proof of this statement. Note that for any gi-
ven D , the square matrices Q and jQ have the nonzero determ-

inants and, hence, 1
Q and 1

jQ exist. We can relate jv and js as 

)(11
jjjj sQQpQv

   .                                                  (66) 

Since that 
 jjj K ddQQ 1  ,                                                               (67) 

we have 

jjjjjjjjj KK dQdvssddQQv
1

11
1 )(    ,                   (68) 

where we have used that fact that jj pQv
1 and jjj pQs

1 . 

Therefore, 

jj

jjj

j
j

K
s

dQd

s
v

1






11

                                                 (69) 

and, hence, the vector jv is proportional to js . Since jQ is po-

sitive definite, 01 
jjj dQd which implies that the proportio-

nality constant j is real positive. 

     If we now define 

021 2 ,  ,  , N KEK Djj CDCD  ,                               (70) 

Eq. (62) based on the statement that has been just proved can 
be written in the following form: 

jDj

jjjD

jjD
j E

E

E
cR

cRc

cR
g

1

1
1

1









   .                                 (71) 

Note that (71) is in the form (57). This fact establishes the eq-
uivalence between (15) and (57) and, therefore, all the results 
for optimum combining aiming to maximize the SINR can be 
used to investigate the MIMO-MMSE system constructed on 
the basis of the generalized receiver. 

Appendix II 

Distribution of the Unordered Eigenvalues of a 

Wishart Matrix 

          Let us define the )( maxmin NN  , with maxmin NN  , co-

mplex matrix A , with jjj  },{ aaE  and 0}{ 
jjaaE for i     

j , where ja is the j-th column vector of A . If the elements of 

the matrix A , i.e., ija are the complex values with real and im-

aginary part each belonging to a normal distribution )21,0(N , 
then the Hermitian matrix 

 AA),( maxmin NNW  ,                                                      (72) 

is called the central Wishart. The distribution of the eigenvalu-
es is studied in [37]. The joint pdf of the real ordered eigenva-
lues

min

~~~
21 N   takes the form 

),(~||),,( 1
001~ max

min
WΣΣ

λ


 FKxxf

N
N   







min
minmax 2)(||

N

ji

ji
NN

xxW ,                  (73) 

where K is a normalizing constant given by 

)(~)(~
minmax

)1(

minmin

minmin

NN
K

NN

NN




                                              (74) 

with 







min
minmin

min
1

2)1( )!()(~ N

i

NN
N inn   ,                                  (75) 

),(~
00 BAF is known as the hypergeometric function of Hermi-

tian matrix arguments, whose definition is given in [31,(88)] 
in terms of series involving the zonal polynomials. These po-
lynomials are, in general, very difficult to manage. 
     In the case of IΣ  , the joint pdf of the real ordered eige-
nvalues

min

~~~
21 N   of ),( maxmin NNW can be written 

as [31] 







minmin
minmax

min

2

1
1~ )(}exp{),,(

N

ji

ji

N

n

NN
iiN xxxxKxxf 

λ
, (76)                           

Denoting ],,,[
min21 Nxxx x , the pdf in (76) can be written 

alternatively in terms of the Vandermonde matrix 

min,,1,
1

1 }{)( Nji
i
jx 
xV .                                                     (77)                            

Since 





min

22
1 )(|)(|

N

ji

ji xxxV ,                                                     (78)  

equation (76) becomes                          







min
minmax

min
1

2
11~ }exp{|)(|),,(

N

n

NN
iiN xxxxf xV

λ
 .            (79)  

Starting from (79), the joint pdf of the unordered eigenvalues 

WSEAS TRANSACTIONS on SIGNAL PROCESSING 
DOI: 10.37394/232014.2021.17.1 Vyacheslav Tuzlukov

E-ISSN: 2224-3488 12 Volume 17, 2021



 

 

of ),( maxmin NNW is easily written as 







min
minmax

1

2
1

min
}exp{|)(|

!

N

n

NN
ii xx

N

K
xV .                              (80)  
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